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1.1. Introduction

The Unified Post Processor (UPP) is a software package designed to generate useful
products from raw model output.

The UPP is currently used in operations with the Global Forecast System (GFS), GFS Ensemble Forecast
System (GEFS), North American Mesoscale (NAM), Rapid Refresh (RAP), High Resolution Rapid Refresh
(HRRR), Short Range Ensemble Forecast (SREF), and Hurricane WRF (HWRF) applications. It is also used
in the Unified Forecast System (UFS), including the Rapid Refresh Forecast System (RRFS), Hurricane
Analysis and Forecast System (HAFS), and the Medium-Range Weather (MRW) and Short-Range Weather (SRW)
Applications.

This software package can be run inline—built as a library to be used by the model—and offline—built
standalone and run separately from the model. This documentation primarily details the offline
procedures.


1.1.1. Terms of Use Notice

The UPP Terms of Use Notice is available at:
https://github.com/NOAA-EMC/UPP/wiki/UPP-Terms-of-Use-Notice





            

          

      

      

    

  

    
      
          
            
  
1.2. Technical Overview

The Unified Post Processor (UPP) is used to post-process model forecasts.
It can compute a variety of diagnostic fields and interpolate output from the model’s
native grids to National Weather Service (NWS) standard levels (e.g., pressure, height)
and standard output grids (e.g., AWIPS, Lambert Conformal, polar-stereographic) in NWS
and World Meteorological Organization (WMO) GRIB2 [https://www.nco.ncep.noaa.gov/pmb/docs/grib2/] format.
There is also an option to output fields on the model’s native vertical levels.
Output from the UPP can be used directly by visualization, plotting, or verification packages
or used in further downstream post-processing (e.g., statistical post-processing techniques).

HIGHLIGHTS

The UPP reads and processes GFS and LAM (Limited Area Model) data from the FV3 dynamical core
and generates output in GRIB2 format. It uses MPI parallel code and produces hundreds of
products like those used operationally on the same operational grids. Examples of UPP products include:



	T, Z, humidity, wind, cloud water, cloud ice, rain, and snow on pressure levels


	SLP, shelter-level T, humidity, and wind fields


	Precipitation-related fields


	PBL-related fields


	Severe weather products (e.g. CAPE, Vorticity, Wind shear)


	Radiative/Surface fluxes


	Cloud-related fields


	Aviation products


	Radar reflectivity products


	Satellite look-alike products







A full list of fields that can be generated by the UPP is provided in GRIB2 Fields Produced by UPP.

As of v11.0.0, the UPP has 2D decomposition capabilities and is also backwards compatible for 1D decomposition.
The functionality demonstrates runtime improvements, especially for larger domains. Support for this
feature is available for standalone UPP applications.

Support for the community UPP is provided through GitHub Discussions [https://github.com/NOAA-EMC/UPP/discussions].

SYNTHETIC SATELLITE PRODUCTS

The UPP also incorporates the Joint Center for Satellite Data Assimilation (JCSDA) Community Radiative
Transfer Model (CRTM) to compute model-derived brightness temperature (TB) for various instruments and
channels.
This additional feature enables the generation of simulated satellite products such as:



	Geostationary Operational Environmental Satellites (GOES)


	Advanced Microwave Scanning Radiometer (AMSRE)


	Special Sensor Microwave Imager/Sounder (SSMIS)







For CRTM documentation, refer to the CRTM User Guide [https://github.com/JCSDA/crtm/wiki/files/CRTM_User_Guide.pdf].


1.2.1. System Architecture Overview

The basic components of the offline UPP are shown in the schematic below.


[image: The model output files are used as input to the UPP executable. The UPP executable uses the parameter files to determine the list of output fields. The executable generates post-processed output files in grib2 format, which can be used in downstream applications for regridding, visualization, verification, etc.]

The upp.x component performs the bulk of the post-processing. Its functions include:



	Vertical interpolation from model levels/surfaces to isobaric, height, and other levels/surfaces


	Computing diagnostics from model data such as CAPE, relative humidity, radar reflectivities, etc.









1.2.2. UPP Directory Structure

The main UPP repository is named UPP; it is available on GitHub at https://github.com/NOAA-EMC/UPP.
Under the main UPP directory reside the following relevant subdirectories
(the * indicates a directory that exists only after the build is complete):



exec*: Contains the upp.x executable after successful compilation




modulefiles: Contains modulefiles for specific platforms and compilers for building on preconfigured machines.




parm: Contains parameter files, which can be modified by the user to control how the post processing is performed.




scripts: Contains a sample run script to process fv3 history files.


- run_upp: Script that runs the standalone UPP package (upp.x)






sorc: Contains source code for:


- ncep_post.fd: Source code for the UPP






tests: Contains the scripts used to install UPP


- compile_upp.sh: UPP build script

- build*: Contains the UPP build

- install*: Contains the installed executable (bin/upp.x), modules and libraries








When the develop branch of the UPP repository is cloned, the basic directory structure follows the example below. Some files and directories have been removed for brevity.

UPP
 ├── ci                          -------- Automated testing files
 ├── cmake                       -------- CMake build files
 ├── docs                        -------- User's Guide files
 │   └── Doxyfile.in             -------- Doxygen configuration file
 ├── exec*
 ├── fix
 ├── jobs                        -------- Scripts that set up the environment and call ex-scripts from the scripts directory
 ├── modulefiles
 ├── parm
 │    ├── post_avblflds.xml      -------- List of all fields available in UPP
 │    ├── postcntrl*.xml         -------- User-editable control files that list the variables to be output
 │    └── postxconfig-NT-*.txt   -------- Text file of requested output that UPP reads (processed from postcntrl)
 ├── scripts
 │    └── run_upp                -------- Script that runs the stand-alone UPP package (upp.x)
 ├── sorc
 │    ├── libIFI.fd              -------- Private repository (submodule) for in-flight icing
 │    └── ncep_post.fd           -------- Main post-processing routines
 ├── tests
 │    ├── build*
 │    ├── install*
 │    └── compile_upp.sh         -------- UPP build script
 ├── ush                         -------- Utility scripts (referenced & run in /scripts)
 ├── CMakeLists.txt
 ├── LICENSE.md
 ├── README.md
 └── VERSION
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2.1. UPP Inputs and Outputs

This section describes the input files used to run the UPP and the resulting output files.


2.1.1. Input Files


	The UPP requires the following input files:
	
	The model forecast file


	The itag namelist file


	The GRIB2 control file (e.g., postxconfig-NT.txt)


	Additional data files (e.g., lookup tables, coefficient files for satellites)









2.1.1.1. Model Forecast

The UPP ingests FV3 write component files in parallel netCDF format.

The table below is a list of the unified model variables available from the FV3 model core. Whether a specific variable is able to be read by the UPP relies on dependencies such as physics options and choice of model. This table does not include variables that are diagnosed when running the UPP.


	UFS Unified Model Variables
	
	Unified Model Variables from UFS










2.1.1.2. ITAG

The file called itag is a Fortran namelist file that contains two sections: &model_inputs and &nampgb. It is read in by the upp.x executable from standard input (stdin – unit 5). Most UFS applications generate it automatically based on user-defined application-level options. All UPP namelist choices are described here.

&model_inputs

The &model_inputs section parameterizes choices about the set of model output files that will be used for the UPP.


Description of the &model_inputs namelist section.







	Variable Name

	Description

	Data Type

	Default Value





	datestr

	Time stamp being processed (e.g., 2022-08-02_19:00:00).

	character(len=19)

	n/a



	filename

	Name of input dynamics file; name of full 3-D model output file.

	character(len=256)

	n/a



	filenameflat

	Input configuration text file defining the requested fields.

	character(len=256)

	postxconfig-NT.txt



	filenameflux

	Name of input physics file; name of 2-D model output file with physics and surface fields.

	character(len=256)

	n/a



	grib

	Grib type (Note that UPP only supports Grib2 currently)

	character(5)

	grib2



	ioform

	Input file format. Choices: binarynemsio or netcdf

	character(len=20)

	n/a



	modelname

	Model name used by UPP internally (e.g., FV3R for RRFS, 3DRTMA, HAFS; GFS for GFS and GEFS; RAPR for RAP and HRRR; NMM for NAM)

	character(len=4)

	n/a






&nampgb

The &nampgb section parameterizes choices concerning the processing done in UPP.


Description of the &nampgb namelist section.







	Variable Name

	Description

	Data Type

	Default Value





	aqf_on

	Turn on Air Quality Forecasting (CMAQ-based)

	logical

	.false.



	d2d_chem

	Turn on option to process the 2D aerosol/chemical tracers

	logical

	.false.



	d3d_on

	Turn on option to use dynamic 3D fields from GFS

	logical

	.false.



	filenameaer

	aerosols file name

	character(len=256)

	“”



	gccpp_on

	Turn on option to process the aerosol/chemical tracers related output from UFS-Chem (CCPP-Chem) model

	logical

	.false.



	gocart_on

	Turn on option to process the aerosol/chemical tracers related output from GEFS-Aerosols model (GOCART)

	logical

	.false.



	gtg_on

	Turn on GTG (Graphical Turbulence Guidance)

	logical

	.false.



	hyb_sigp

	Not used

	logical

	.true.



	kpo

	The number of pressure levels, if different than standard one specified by SPLDEF described below.

	integer

	0



	kpv

	The number of output potential vorticity levels

	integer

	8



	kth

	The number of output isentropic levels

	integer

	6



	method_blsn

	Turn on blowing snow effect on visibility diagnostic (default=true)

	logical

	.true.



	nasa_on

	Turn on option to process the aerosol/chemical tracers related output from UFS-Aerosols model (NASA GOCART)

	logical

	.false.



	numx

	The number of i regions in a 2D decomposition; Each i row is distibuted to numx ranks; numx=1 is the special case of a 1D decomposition in Y only.

	integer

	1



	po

	List indicating pressure levels in output

	real,dimension(70)

	0



	popascal

	Switch to indicate if pressure levels are in pascals (multply by 100 if false)

	logical

	.false.



	pv

	List indicating the potential vorticity level output

	real,dimension(70)

	(/0.5,-0.5,1.0,-1.0,1.5,-1.5,2.0,-2.0,(0.,k=kpv+1,70)/)



	rdaod

	Turn on the option to process the AOD from the GFS scheme

	logical

	.false.



	slrutah_on

	Calculate snow to liquid ratio (SLR) using method from University of Utah.(default=false)

	logical

	.false.



	th

	List indicating isentropic level output

	real,dimension(70)

	(/310.,320.,350.,450.,550.,650.,(0.,k=kth+1,70)/)



	vtimeunits

	valid time units, default=””, Choices: FMIN

	character(len=4)

	“”



	write_ifi_debug_files

	Write debug files for In-Flight Icing (IFI), a restricted option in UPP

	logical

	.false.








2.1.1.3. Control File

The user interacts with the UPP through the control file to define what fields and levels to output. It is composed of a header and a body. The header specifies the output file information. The body includes which fields and levels to process.

A default control file, postxconfig-NT.txt, is provided and read by the UPP. Users who wish to customize the control file to add or remove fields and/or levels may do so by modifying postcntrl.xml and then remaking the text file as described in the later section: Creating the Flat Text File.


Note

The control file names postxconfig-NT.txt and postcntrl.xml are generic names and are different depending on the application used. Control files for various operational models are located in the UPP/parm directory.




2.1.1.3.1. Selecting Which Variables the UPP Outputs

To output a field, the body of the control file needs to contain an entry for the appropriate variable. If an entry for a particular field is not yet available in the control file, it may be added to the control file with the appropriate entries for that field. For variables found on vertical levels (e.g., isobaric or height levels), the desired levels to be output must be listed (see next section: Controlling which levels the UPP outputs). A list of available GRIB2 fields that can be output by UPP can be found in the table GRIB2 Fields Produced by UPP. Please note that some fields are dependent on model, physics, and other fields.



2.1.1.3.2. Controlling which levels the UPP outputs

The <level> tag in the postcntrl.xml file is used to list the desired levels for output. The following levels are currently available for output:


	For isobaric output, 46 levels are possible, from 2 to 1000 hPa (2, 5, 7, 10, 20, 30, 50, 70 mb and then every 25 mb from 75 to 1000 mb). The complete list of levels is specified in sorc/ncep_post.fd/CTLBLK.f.



	Modify specification of variable LSMDEF to change the number of pressure levels: LSMDEF=47


	Modify specification of SPLDEF array to change the values of pressure levels:
(/200.,500.,700.,1000.,2000.,3000.,5000.,7000.,7500.,10000.,12500.,15000.,17500.,20000., …/)









	For model-level output, all model levels are possible, from the highest to the lowest.


	When using the Noah LSM, the soil layers are 0-10 cm, 10-40 cm, 40-100 cm, and 100-200 cm.


	When using the RUC LSM, the soil levels are 0 cm, 1 cm, 4 cm, 10 cm, 30 cm, 60 cm, 100 cm, 160 cm, and 300 cm. (For the old RUC LSM, there are only 6 layers, and if using this, you will need to change NSOIL for “RUC LSM” from 9 to 6 in the sorc/ncep_post.fd/WRFPOST.f routine.)


	When using Pliem-Xiu LSM, there are two layers: 0-1 cm, 1-100 cm


	For low, mid, and high cloud layers, the layers are \(\geq\)642 hPa, \(\geq\)350 hPa, and <350 hPa, respectively.


	For PBL layer averages, the levels correspond to 6 layers with a thickness of 30 hPa each.


	For flight level, the levels are 30 m, 50 m, 80 m, 100 m, 305 m, 457 m, 610 m, 914 m, 1524 m, 1829 m, 2134 m, 2743 m, 3658 m, 4572 m, 6000 m, 7010 m.


	For AGL radar reflectivity, the levels are 4000 and 1000 m.


	For surface or shelter-level output, the <level> is not necessary.






2.1.1.3.3. Creating the Flat Text File

If the control file requires any modifications, a preprocessing step will be required by the user to convert the modified XML file parm/postcntrl.xml to a flat text file parm/postxconfig-NT.txt. The user will first need to edit the postcntrl.xml file to declare which fields are to be output from the UPP.

In order to ensure that the user-edited XML files are error free, XML stylesheets (parm/EMC_POST_CTRL_Schema.xsd and EMC_POST_Avblflds_Schema.xsd) can be used to validate both the postcntrl.xml and post_avblflds.xml files respectively. Confirmation of validation will be given (e.g., postcntrl.xml validates) or otherwise return errors if it does not match the schema. This step is optional, but acts as a safeguard to avoid run-time failures with the UPP. To run the validation:

xmllint --noout --schema EMC_POST_CTRL_Schema.xsd postcntrl.xml
xmllint --noout --schema EMC_POST_Avblflds_Schema.xsd post_avblflds.xml





Once the XMLs are validated, the user will need to generate the flat file. The command below will run the Perl program parm/PostXMLPreprocessor.pl to generate the post flat file:

/usr/bin/perl PostXMLPreprocessor.pl your_user_defined_xml post_avblflds.xml your_user_defined_flat





where your_user_defined_xml is your modified XML and your_user_defined_flat is the output text file.





2.1.2. Output Files

Upon a successful run, upp.x will generate GRIB2 output files in the post processor working directory. These files will include all fields that were requested in the control file.

When running UPP standalone, the following GRIB2 output files will be generated:



GFS Model: GFSPRS.HHH

LAM (Limited Area Model): NATLEV.HHH and PRSLEV.HHH






When executed with the provided run script, UPP provides log files in the post-processor working directory named upp.fHHH.out, where HHH is the forecast hour. These log files may be consulted for further runtime information in the event of an error.





            

          

      

      

    

  

    
      
          
            
  
2.2. Building UPP Stand-Alone

The UPP uses a CMake-based build system to integrate all the required components for building the UPP.
Once built, the UPP can be run standalone (outside the UFS Applications) to post-process model output.


2.2.1. Software Requirements

The UPP is tested on a variety of research platforms, including NOAA HPC systems (e.g., Hera, Orion). These supported platforms are preconfigured for building and running the UPP and already
have the required libraries available via spack-stack [https://github.com/JCSDA/spack-stack] in a centralized
location. The spack-stack is a Spack-based method for installing UFS prerequisite software libraries.

Users working on unsupported platforms will need to install spack-stack on their system and can do so following
the instructions in the spack-stack User’s Guide [https://spack-stack.readthedocs.io/en/develop/index.html].


Note

Users can install HPC-Stack instead of spack-spack by following the instructions in the HPC-Stack User’s Guide [https://hpc-stack-epic.readthedocs.io/en/develop/index.html]. However, support for HPC-Stack is being deprecated, and limited assistance is available for use of HPC-Stack with the UPP.




2.2.1.1. Common Modules

As of February 1, 2024, the UPP uses the following common modules [https://github.com/NOAA-EMC/UPP/blob/develop/modulefiles/upp_common.lua] from spack-stack:

cmake 3.16.1+
hdf5/1.14.0
netcdf-c 4.9.2
netcdf-fortran 4.6.1
jasper 2.0.32
libpng 1.6.37 / png 1.6.35
zlib 1.2.13
g2 3.4.5
g2tmpl 1.10.2
parallelio 2.5.10
bacio 2.4.1
ip 4.3.0
sp 2.5.0
crtm 2.4.0.1
w3emc 2.10.0
nemsio 2.5.4
sigio 2.3.2
sfcio 1.4.1
wrf_io 1.2.0





Individual machines may subsequently load slightly different versions. The most updated list of modules for a given machine can be viewed in each machine’s modulefile [https://github.com/NOAA-EMC/UPP/tree/develop/modulefiles].
Users on non-Tier-1 systems should look at the modulefile for the system
whose architecture most closely resembles their own system’s architecture to determine which modules they may need.




2.2.2. Obtaining and Installing UPP

Building and running UPP v11.0.0 has been tested and is supported on the following pre-configured platforms.



	System

	Compiler and Version





	NOAA Hera

	Intel 18.0.5.274



	NOAA Orion

	Intel 2018.4






To install the UPP, navigate to the directory where you want to install UPP and clone the repository.

git clone -b branch-or-tag-name https://github.com/NOAA-EMC/UPP





where, branch-or-tag-name is the release branch or tag you wish to clone (e.g., upp_v11.0.0). (Leaving off the -b argument will clone all branches of the repository.)

Move to the directory with the build script and build the UPP.

cd UPP/tests

./compile_upp.sh






Note

To build in debug mode, you can add -DCMAKE_BUILD_TYPE=Debug to the cmake_opts parameter in the compile_upp.sh script.
This removes compiler optimization flags and adds -g to the Fortran compilation. You can also use
-DCMAKE_BUILD_TYPE=RELWITHDEBINFO, which gives the -g, but keeps the -O2 optimization
for the Fortran compilation.



Move back to the top-level UPP directory and create a directory where the CRTM fix files will be unpacked. Download the fix files from the GitHub release page [https://github.com/NOAA-EMC/UPP/releases/tag/upp_v11.0.0] or use the wget command. Unpack the tar file.

cd ../
mkdir crtm && cd crtm
wget https://github.com/NOAA-EMC/UPP/releases/download/upp_v11.0.0/fix.tar.gz
tar -xzf fix.tar.gz






Note

To make a clean build, simply remove both the tests/build and tests/install directories and the
exec/upp.x executable and then rerun the compile_upp.sh script. This is recommended if a mistake is made during the installation process.







            

          

      

      

    

  

    
      
          
            
  
2.3. Running UPP Stand-Alone

A script (run_upp) for running the UPP package is included in the /scripts directory.

Before running the script, perform the following instructions:


	cd to your DOMAINPATH directory. This is the top working directory for the forecast run.


	Make a directory to put the UPP results in.

mkdir postprd







	Make a directory for staging a copy of the desired control file.

mkdir parm







	Optional: If desired, edit the control XML file(s) in /UPP/parm to reflect the fields
and levels you want UPP to output. It is recommended that you make copies of the original
beforehand.


GFS XMLs: postcntrl_gfs_f00.xml (0-hour lead time) and
postcntrl_gfs.xml (all other lead times)

LAM (Limited Area Model) XML: fv3lam.xml



Remake the flat text file(s) following the steps in the “Control File: Creating the Flat Text File”
section.



	Copy the flat text file(s) to the /parm directory in your DOMAINPATH. These are the files
that UPP reads directly.


GFS text files: postxconfig-NT-GFS-F00.txt (0-hour lead time) and
postxconfig-NT-GFS.txt (all other lead times).

LAM text file: postxconfig-NT-fv3lam.txt





	Copy the /scripts/run_upp script to the /postprd directory.


	Edit the run script as outlined in the “Run Script Overview” section below. Once these directories are set
up and the edits outlined below are complete, the script can be run interactively from the
/postprd directory by simply typing the script name on the command line.





2.3.1. Run Script Overview


Note

It is recommended that the user refer to the run_upp script while reading this overview. All user-modified variables are contained at the top of the run_upp script in the user-edit section, along with a brief description. Descriptions below follow the run_upp script.




	Set up basic path variables:


	TOP_DIR: Top level directory for building and running UPP


	DOMAINPATH: Working directory for this run


	UPP_HOME: Location of the UPP directory


	POSTEXEC: Location of the UPP executable


	modelDataPath: Location of the model output data files to be processed by the UPP


	txtCntrlFile: Name and location of the flat text file that lists desired fields for output.





Note

For FV3, the scripts are configured such that UPP expects the flat text file to be in /parm,
and the postprocessor working directory to be called /postprd, all under DOMAINPATH.
This setup is for user convenience to have a script ready to run; paths may be modified, but be
sure to check the run script to make sure settings are correct.





	Specify dynamical core being run:


	model: Which model is used? (“GFS” or “LAM” - Limited Area Model)






	Specify the format for the input model files and output UPP files:


	inFormat: Format of the model data (“netcdfpara”)


	outFormat: Format of output from UPP (“grib2”)






	Specify the forecast cycles to be post-processed:


	startdate: Forecast start date (YYYYMMDDHH)


	fhr: First forecast hour to be post-processed


	lastfhr: Last forecast hour to be post-processed


	incrementhr: Increment (in hours) between forecast files





Attention

Do not set incrementhr to 0 or the script will loop continuously!





	Set/uncomment the run command for your system (e.g., mpirun).


	RUN_COMMAND: System run commands



- The default execution command in the distributed scripts is for a single processor:


./upp.x > upp.${fhr}.out 2>&1






- To run UPP using MPI (dmpar compilation), the command line should be:


>> LINUX-MPI systems: mpirun -np N upp.x > outpost 2>&1


(Note: On some systems a host file also needs to be specified:
-machinefile "host")



>> IBM: mpirun.lsf upp.x < itag > outpost

>> SGI MPT: mpiexec_mpt upp.x < itag > outpost














	Set the value for numx.


	numx: The number of subdomains in the x-direction used for decomposition.



- For 1D decomposition, set numx=1 (default)

- For 2D decomposition, set numx>1












	Set naming convention for prefix and extension of output file name.


	comsp is the initial string of the output file name. By default, it is not set, and the prefix of the output file will be the string set in the postcntrl.xml file DATSET parameter. If set, it will concatenate the setting to the front of the string specified in the XML file DATSET parameter.


	tmmark is used for the file extension (in run_upp, tmmark=tm00; if not set, it is set to .GrbF)








Upon a successful run, UPP will generate output files for each forecast hour in the /postprd directory.

When executed with the provided run script, UPP provides log files in the post-processor working directory named
upp.fHHH.out, where HHH is the forecast hour. These log files may be consulted for further runtime information in the event of an error.





            

          

      

      

    

  

    
      
          
            
  
2.4. Testing the UPP


2.4.1. Running UPP Regression Tests

To run the full regression test (RT) suite in preparation for opening a pull request (PR):



	Navigate to the local clone of your UPP fork containing the changes you would like to introduce, and run the included RT script within /ci





cd /path/to/UPP/ci
nohup ./rt.sh -a <my_account> -r $PWD/rundir -t $PWD/../ &





where my_account is the name of an account where you have permissions to run jobs. The terminal will print a message like:

nohup: ignoring input and appending output to ‘nohup.out’





The user can continue to issue commands in the Terminal while the RTs run in the background.


Note

The time it takes for tests to run is queue-dependent. RTs can take as little as half an hour to run, but on machines with long queue times, it can take several hours to complete the full set of tests.







	Check rt.log.<machine>/nohup.out for a short summary of any changes in results. The tests are finished when there are 16 timestamps and a final results summary (e.g., “No changes in test results detected.”).


	The /work directory generated in UPP/ci contains out.post.<test_name> files, which list output from each test, including any unexpected errors during runtime.


	The /rundir directory generated within UPP/ci will include test case results, and .diff files located within each test’s directory will outline changes in fields with the current baselines.


	Confirm expected changes within the run directory .diff files if any are present.



	Changes in the rap_pe_test case only consisting of field 708 Convective Cloud Layer may be ignored; this is a known bug and will always be present within the WRFPRS.diff file.




















2.4.2. Additional Configuration

For repeated regression test runs, users can edit the rt.sh file and disable the specified test cases by changing their respective values to “no.” Users can disable the build step as well with the same value for the build variable above the tests. Please be sure to enable all test cases and build settings and conduct a full RT run in preparation for a pull request so that code managers (CMs) can confirm all changes in results are expected and consistent with the developer’s results.

rt.sh will allow for changing the configuration of the regression tests if users desire to do so with the following available options:


	w – specify the work directory for test case job output


	r – specify the run directory containing baselines and .diff files for comparison of changes in results




The following are legacy options for when rt.sh was not included within the UPP repository and may be ignored by developers: -b, -u, -c, -t.





            

          

      

      

    

  

    
      
          
            
  
3. Customizing the UPP



	3.1. Adding a New Variable
	3.1.1. Process Overview: Adding a New Variable

	3.1.2. Example Procedure: Steps for adding a new variable ‘TG3’





	3.2. Regridding
	3.2.1. Examples of wgrib2












            

          

      

      

    

  

    
      
          
            
  
3.1. Adding a New Variable

This chapter provides general procedures and an example of how to add a new variable to the UPP code.
Please keep in mind that it may not be an exhaustive step-by-step process depending on your particular situation.
While we can provide general assistance for adding a new variable, users should be aware that this
requires good knowledge of Fortran and a thorough understanding of the code.

NOAA UPP developers who wish to add new variables to the UPP will need to:


	Read and follow procedures on the UPP wiki page [https://github.com/NOAA-EMC/UPP/wiki/UPP-Code-Development] on how to contribute your code changes to the UPP main development branch. Doing so will ensure your changes are merged
to the UPP development branch quickly.


	Submit your pull request with small incremental changes. Advantages of doing this include avoiding conflicts with other UPP developers in terms of using the UPP internal index and variables.


	Please do not modify existing algorithms without coordinating with UPP code managers (Wen Meng and Hui-Ya Chuang). UPP supports many NOAA operational models, and we cannot change operational products without coordination and advanced notice.




We encourage non-NOAA UPP developers to contact EPIC via
GitHub Discussions [https://github.com/NOAA-EMC/UPP/discussions] to make them aware of modifications you
are making. In some cases, if they determine the changes you are making may be relevant for operational
and/or community purposes, they will be interested in incorporating your changes into the code base for
support and future release. We would then work with you to make this possible.


3.1.1. Process Overview: Adding a New Variable

The following steps outline the process for adding a new variable. This description is followed by a detailed
example in Section 3.1.2 below.


	Check whether your new variable has been defined in the file parm/post_avblflds.xml in your UPP working
directory. This file defines all available GRIB2 fields in the UPP. Users may also check the table showing
GRIB2 Fields Produced by UPP.


	If NO (not available in post_avblflds.xml), check whether your new variable has been defined in the
NCEP Grib2 Table [https://www.nco.ncep.noaa.gov/pmb/docs/grib2/grib2_doc/grib2_table4-2.shtml]
(Product Discipline and Parameter Category).

i. If NO (not available in the NCEP Grib2 Table):



	NOAA users can email Andrew.Benjamin@noaa.gov with the following information for your new
variable: variable definition, unit, and what Grib2 discipline and category you think this
variable should belong to. Andrew will define your new variable in the NCEP Grib2 Table [https://www.nco.ncep.noaa.gov/pmb/docs/grib2/grib2_doc/grib2_table4-2.shtml] and
inform you of the Grib2 discipline and category numbers you should use.


	Contact Andrew to update parm/params_grib2_tbl_new.text with your new variable and
generate a params_grib2_tbl_new that lists variables in alphabetical order to improve post-processing
efficiency.


	Save new params_grib2_tbl_new.text and params_grib2_tbl_new under parm/ of your UPP
working directory.


	Non-NOAA users should coordinate through EPIC for the above three steps. Users may post a
GitHub Discussions [https://github.com/NOAA-EMC/UPP/discussions/categories/enhancements]
topic and tag @FernandoAndrade-NOAA and @gspetro-NOAA for directions in steps a-c.


	Add a new entry in post_avblflds.xml with your new variable; then follow step B below, then step 2 and beyond. You should assign a new UPP ID for your new variable.







ii. If YES (variable is available in the NCEP Grib2 Table):



	Add a new entry in post_avblflds.xml with your new variable, then follow step B below, then step 2 and beyond. You should assign a new UPP ID for your new variable.









	If YES (variable is in post_avblflds.xml), then your new variable is already available in the UPP.
Follow steps i) and ii), make a test UPP run, and then look for your new variable in your output.
You can skip the remaining steps about modifying the source code.

i. Add a new entry in your application’s control xml file (e.g., fv3lam.xml for the FV3LAM application, postcntrl_gfs.xml for the FV3GFS application). This file lets users control which variables to output from UPP for Grib2.

ii. Generate your_user_defined_flat file (e.g., postxconfig-NT-fv3lam.txt for FV3LAM application) by executing:


/usr/bin/perl PostXMLPreprocessor.pl your_user_defined_xml post_avblflds.xml your_user_defined_flat





This flat file (instead of the xml file) is read in by the UPP because it is much faster to read a text file than an XML file.










	Allocate and initialize the field in sorc/ncep_post.fd/ALLOCATE_ALL.f.

This file contains the instantiation or allocation of each variable. Note that the variables are defined
based on the parallel processing capability of UPP. Use an example from the file.



	Deallocate the field in sorc/ncep_post.fd/DEALLOCATE.f.

All good programmers give back their resources when they are done. Please update this routine to
return your resource to the system.



	Declare the new variable in VRBLS2D_mod.f, VRBLS3D_mod.f, or VRBLS4D_mod.f.

The variable is declared in one of these module-defining files depending on its dimension.



	Read model output if necessary using INITPOST_NETCDF.f.

Check first to see if all variables needed to derive your new variable are already available in the UPP. If not,
you will need to use this file (or another appropriate INITPOST_*.f file) for reading the model output files.
The appropriate one should be chosen based on the model and the model output format.



	Add to appropriate routine(s) for filling the new variable (e.g., SURFCE.f, MDLFLD.f, MDL2P.f).

This is the place where you will derive your new variable and then fill the Grib2 array with the data to be
written out later on.



	Build or rebuild the code for changes to take effect before running your UPP run script.






3.1.2. Example Procedure: Steps for adding a new variable ‘TG3’

This example adds TG3 to the UPP. TG3 is the averaged climatology of surface temperature, which the land surface models (LSMs) use to specify bottom soil temperature, where the depth of the bottom is LSM-dependent. For this example, a depth of 500cm is used.


	This example illustrates adding a new variable from GFS output that will be read into UPP
and directly output into the Grib2 output files (i.e., no additional computations/calculations
are needed for the field).


	Additions to each of the routines are highlighted.


	Locations of routines are in UPP/sorc/ncep_post.fd unless specified otherwise.


	The new variable, TG3, added in this example is found in the gfs.t00z.sfcf006.nc file; however, both the
gfs.t00z.sfcf006.nc and gfs.t00z.atmf006.nc output files are required to run UPP for GFS.

New variable to add:

float tg3(time, grid_yt, grid_xt) ;
      tg3:long_name = "deep soil temperature" ;
      tg3:units = "K" ;
      tg3:missing_value = 9.99e+20 ;
      tg3:cell_methods = "time: point" ;
      tg3:output_file = "sfc" ;










	Check whether your new variable has been defined in the file parm/post_avblflds.xml in your UPP working
version.


	This variable is not available in parm/post_avblflds.xml.

i. Check whether your new variable has been defined in the NCEP Grib2 Table.



	This variable is not defined in the NCEP Grib2 Table.


	a)-d) For the purpose of this example alone, steps a) - d) are not executed as instructed.
	Instead, manual instructions are provided here for adding to the params_grib2_table_new in order
to create a working example.

For this example, the variable will be added to parm/params_grib2_tbl_new manually. You would only
do this if you had no plans to contribute your addition to the UPP develop branch; otherwise, follow the
instructions as a NOAA or Other user in steps a) - d).


	For all current UPP output fields, the params_grib2_table_new lists, in order, the following attributes:
	
	Discipline (https://www.nco.ncep.noaa.gov/pmb/docs/grib2/grib2_doc/grib2_table0-0.shtml)


	Category (https://www.nco.ncep.noaa.gov/pmb/docs/grib2/grib2_doc/grib2_table4-1.shtml)


	Parameter Number (https://www.nco.ncep.noaa.gov/pmb/docs/grib2/grib2_doc/grib2_table4-2.shtml)


	Table information (0 for parameters from the WMO table; 1 for parameters from the local NCEP table)


	Abbreviated Variable Name (from the parameters table)






	User Procedure
	
	Add this variable as TG3.


	TG3 is a land surface product (discipline=2)


	TG3 is a vegetation/biomass product (category=0)


	Pick an unused parameter number from the table defined by discipline=2 and category=0
(Table 4.2-0-0: https://www.nco.ncep.noaa.gov/pmb/docs/grib2/grib2_doc/grib2_table4-2-2-0.shtml).
The parameter number should not be in use in Table 4.2 or the current params_grib2_tbl_new.
In this case, the unused parameter number 251 was chosen.


	Add using the NCEP local table (table=1)


	Choose an abbreviated parameter name to describe your field (e.g., TG3)


	Add alphabetically (by variable name) to the table as:




2 0 251 1 TG3














	Add the new variable to UPP/parm/post_avblflds.xml, which lists all fields available
for output in GRIB2 format. This file is generally not modified unless adding a new field or
modifying an existing one. Users should indicate the following variable attributes in the XML file:



	post_avblfldidx: the unique array index number used to store this variable. The number chosen here
is just an example, and it is important to pick one that is not yet in use.


	shortname: name describing the variable and level type


	pname: the abbreviation for your variable (should match what is used in params_grib2_tbl_new)


	table info: table used if not standard WMO


	fixed_sfc1_type: level type


	level: generally only used here if it is a fixed level specific to the variable (e.g., T2m, TSOIL5m)


	scale: precision of data written out to Grib2 file








	User procedure
	
	Add as:




<param>
  <post_avblfldidx>1063</post_avblfldidx>
  <shortname>DEEP_TSOIL_ON_DEPTH_BEL_LAND_SFC</shortname>
  <pname>TG3</pname>
  <fixed_sfc1_type>depth_bel_land_sfc</fixed_sfc1_type>
  <table_info>NCEP</table_info>
  <level>500.</level>
  <scale>3.0</scale>
</param>






















	Add the variable to the user-defined control file.


	Add a new entry in your application’s control XML file (e.g., fv3lam.xml for the FV3LAM application,
postcntrl_gfs.xml for the FV3GFS application). This file lets users control which variables to output
from the UPP for Grib2.


	User procedure
	
	Add as:




<param>
  <shortname>DEEP_TSOIL_ON_DEPTH_BEL_LAND_SFC</shortname>
  <scale>4.0</scale>
</param>











	Generate your_user_defined_flat file (e.g., postxconfig-NT-fv3lam.txt for the FV3LAM application) by
executing:

>> /usr/bin/perl PostXMLPreprocessor.pl your_user_defined_xml post_avblflds.xml your_user_defined_flat





This flat file (instead of the XML file) is read in by the UPP.











	Allocate and initialize the new variable in ALLOCATE_ALL.f using an example from the file.
Note that the variables are defined based on the parallel processing capability of the UPP.


	User Procedure
	
	TG3 is a 2-dimensional field, so allocate it in the VRBLS2D GFS section of ALLOCATE_ALL.f as:




allocate(tg3(ista_2l:iend_2u,jsta_2l:jend_2u))






	Initialize TG3 in the initialization section that comes after the allocation section you added to.




tg3(i,j)=spval











	Deallocate the variable to give the resources back in DEALLOCATE.f.
Updating this routine returns your resources to the system.


	User procedure
	
	Add in VRBLS2D GFS section of DEALLOCATE.f as:




deallocate(tg3)











	Declare the new variable in the appropriate file (e.g., VRBLS2D_mod.f,
VRBLS3D_mod.f, or VRBLS4D_mod.f) depending on its dimensions.


	User procedure
	
	TG3 is a 2-dimensional field, so declare it in VRBLS2D_mod.f.


	Add to the GFS section as:




tg3(:,:)











	Read the field from the GFS model output file by adding the new variable into INITPOST_NETCDF.f.
This file is used for reading the GFS model FV3 output files in parallel netCDF format.


	User procedure
	
	Add to top section of the routine in the ‘use vrbls2d’ section to initiate the new variable as:




tg3






	Read in the new variable in the section for reading the 2D netCDF file. Look at other 2D variables, such as hpbl, for an example. Add as:




! deep soil temperature
      VarName='tg3'
      call read_netcdf_2d_para(ncid2d,ista,ista_2l,iend,iend_2u,jsta,jsta_2l,jend,jend_2u, &
      spval,VarName,tg3)











	Determine the appropriate routine to add the new variable to (e.g., SURFCE.f, MDLFLD.f,
MDL2P.f). The appropriate routine will depend on what your field is.
For example, if you have a new diagnostic called foo,
and you want it interpolated to pressure levels, you would need to add it to MDL2P.f. If foo were only a
surface variable, you would add it to SURFCE.f. If you wanted foo on native model levels, you
would add it to MDLFLD.f. If you are not sure which routine to add the new variable to, choose a
similar variable as a template, and add it in the same places.


Note

This is also where you would add any calculations needed for your new variable, should they
be required.




	User procedure
	
	Treat TG3 like a surface field, similar to the other soil fields, and add it to SURFCE.f.


	Use another 2D variable, such as ‘SNOW WATER EQUIVALENT’ as a template. This variable is also
being read through and output, similar to what we want.


	Add to top section in ‘use vrbls2d, only’ to initiate the new variable as:




tg3






	Add in main section using a template variable as a guide.




! DEEP SOIL TEMPERATURE
IF ( IGET(1063).GT.0 ) THEN
  ID(1:25) = 0
  If(grib=='grib2') then
    cfld=cfld+1
    fld_info(cfld)%ifld=IAVBLFLD(IGET(1063))
!$omp parallel do private(i,j,jj)
    do j=1,jend-jsta+1
      jj = jsta+j-1
      do i=1,iend-ista+1
      ii = ista+i-1
        datapd(i,j,cfld) = TG3(ii,jj)
      enddo
    enddo
  endif
ENDIF











	Build or rebuild the code for changes to take effect before running your UPP run script.

User procedure for building on preconfigured machines:


>> cd UPP/tests
>> ./compile_upp.sh








Assuming the modified code built successfully, and you were able to produce Grib2 output, you can check the Grib2
file for your new variable.

GRIB2 output of the new variable from this example procedure (using the wgrib2 utility if available on your system):


wgrib2 -V GFSPRS.006

716:37731711:vt=2019061506:500 m underground:6 hour fcst:var discipline=2 center=7 local_table=1 parmcat=0 parm=251:
    ndata=73728:undef=0:mean=278.383:min=215.47:max=302.4
    grid_template=40:winds(N/S):
    Gaussian grid: (384 x 192) units 1e-06 input WE:NS output WE:SN
    number of latitudes between pole-equator=96 #points=73728
    lat 89.284225 to -89.284225
    lon 0.000000 to 359.062500 by 0.937500









	For this example, since the new variable was not added to the NCEP Grib2 table, it will not be defined by the
variable name. Instead it will be defined using the Grib2 parameter information entered into params_grib2_tbl_new
from step 1 of this procedure.












            

          

      

      

    

  

    
      
          
            
  
3.2. Regridding

Users who wish to interpolate their UPP output to a different grid may do so with the wgrib2 utility. The general format for regridding to various common projections are outlined in the following examples.

Wgrib2 is a versatile program that has the ability to convert grib2 files from one grid to another
for various user-defined grids as well as predefined NCEP grids. Complete documentation with examples
of regridding for all available grid definitions can be found at: https://www.cpc.ncep.noaa.gov/products/wesley/wgrib2/new_grid.html


3.2.1. Examples of wgrib2

Example 1: Latitude-Longitude Grid

-new_grid latlon lon0:nlon:dlon lat0:nlat:dlat outfile



	Variable

	Description





	lon0

	Longitude of first grid point in degrees



	nlon

	Number of longitudes



	dlon

	Grid resolution in degrees of longitude



	lat0

	Latitude of first grid point in degrees



	nlat

	Number of latitudes



	dlat

	Grid resolution in degrees of latitude






Example 2: Lambert Conic Conformal Grid

-new_grid lambert:lov:latin1:latin2 lon0:nx:dx lat0:ny:dy outfile



	Variable

	Description





	lov

	Longitude where y-axis is parallel to meridian in degrees



	latin1

	First latitude from pole which cuts the secant cone in degrees



	latin2

	Second latitude from pole which cuts the secant cone in degrees



	lon0

	Longitude of the first grid point in degrees



	nx

	Total number of grid points along x



	dx

	Grid cell size in meters in x-direction



	lat0

	Latitude of the first grid point in degrees



	ny

	Total number of grid points along y



	dy

	Grid cell size in meters in y-direction






Example 3: Polar Stereographic Grid

-new_grid nps:lov:lad lon0:nx:dx lat0:ny:dy outfile
OR
-new_grid sps:lov:lad lon0:nx:dx lat0:ny:dy outfile



	Variable

	Description





	nps/sps

	North/south polar stereographic



	lov

	Longitude where y-axis is parallel to meridian in degrees



	lad

	Latitude where dx and dy are specified



	lon0

	Longitude of the first grid point in degrees



	nx

	Total number of grid points along x



	dx

	Grid cell distance in meters in x-direction at lad



	lat0

	Latitude of the first grid point in degrees



	ny

	Total number of grid points along y



	dy

	Grid cell distance in meters in y-direction at lad






Winds

-new_grid_winds grid OR -new_grid_winds earth



	Variable

	Description





	grid

	U-wind goes from grid (i,j) to (i+1,j)



	earth

	U-wind goes eastward, V-wind goes northward






Interpolation

The default interpolation type is bilinear, but it can be set to another type (e.g., neighbor, budget).

-new_grid_interpolation type

Operational Example

Interpolates to a 0.25 degree latitude-longitude grid using various interpolation types depending on
the variable.

wgrib2 infile -set_grib_type same -new_grid_winds earth |
-new_grid_interpolation bilinear |
-if ":(CRAIN|CICEP|CFRZR|CSNOW|ICSEV):" -new_grid_interpolation neighbor -fi |
-set_bitmap 1 -set_grib_max_bits 16 |
-if ":(APCP|ACPCP|PRATE|CPRAT):" -set_grib_max_bits 25 -fi |
-if ":(APCP|ACPCP|PRATE|CPRAT|DZDT):" -new_grid_interpolation budget -fi |
-new_grid "latlon 0:1440:0.25 90:721:-0.25" outfile






Note

wgrib2 is not distributed as part of the UFS, but it can be installed via spack-stack or HPC-Stack along with other UFS prerequisite software.
Users may also download and install it directly from https://www.cpc.ncep.noaa.gov/products/wesley/wgrib2/.
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4.1. Frequently Asked Questions


	Is UPP compatible with NetCDF4?


	How do I compile on another platform/compiler?


	How can I output satellite fields with the Unified Post Processor (UPP)?


	How do I add a new variable to UPP output?


	Why is the variable I requested not present in the UPP output?


	If the UPP fails, how do I troubleshoot the problem?


	How do I regrid UPP output to another domain or projection?


	I am running UPP in parallel, but it fails.


	My FV3GFS unipost output is on a Gaussian grid. How can I process it to another grid such as a lat-lon grid or other user-defined grid?


	What does this warning mean in my compile.log? libnemsio.a(nemsio_module_mpi.o): In function '__nemsio_module_mpi_MOD_readmpi4': nemsio_module_mpi.f90:(.text+0x1088): undefined reference to 'mpi_type_create_indexed_block_'


	Why do I see ** FATAL ERROR: Statistical processing bad n=0 ** when using the wgrib2 utility on my UPP output?





4.1.1. Is UPP compatible with NetCDF4?

The UPP is compatible with NetCDF4 when used on UFS model output.



4.1.2. How do I compile on another platform/compiler?

We are not able to support all platform and compiler combinations out there but will try to help with specific issues when able. Users may request support on the UPP GitHub Discussions [https://github.com/NOAA-EMC/UPP/discussions/categories/q-a] page. We always welcome and are grateful for user-contributed configurations.



4.1.3. How can I output satellite fields with the Unified Post Processor (UPP)?

Currently, the standalone release of the UPP can be utilized to output satellite fields if desired. The UPP documentation lists the grib2 fields, including satellite fields, produced by the UPP. After selecting which fields to output, the user must adjust the control file according to the instructions in the UPP documentation to output the desired fields. When outputting satellite products, users should note that not all physics options are supported for outputting satellite products. Additionally, for regional runs, users must ensure that the satellite field of view overlaps some part of their domain.

Most UFS application releases do not currently support this capability, although it is available in the Short-Range Weather (SRW) Application. This SRW App pull request (PR) [https://github.com/ufs-community/regional_workflow/pull/682] added the option for users to output satellite fields using the SRW App. The capability is documented in the SRW App User’s Guide [https://ufs-srweather-app.readthedocs.io/en/develop/UsersGuide/CustomizingTheWorkflow/InputOutputFiles.html#satelliteproducts].



4.1.4. How do I add a new variable to UPP output?

If the desired variable is already available in the UPP code, then the user can simply add that variable to the postcntrl.xml file and remake the postxconfig-NT.txt file that the UPP reads. Please note that some variables may be dependent on the model and/or physics used.

If the desired variable is not already available in the UPP code, it can be added following the instructions for adding a new variable in the UPP User’s Guide.



4.1.5. Why is the variable I requested not present in the UPP output?

There are a few possible reasons why a requested variable might not appear in the UPP output:


	The variable may be dependent on the model.


	Certain variables are dependent on the model configuration. For example, if a variable depends on a particular physics suite, it may not appear in the output when a different physics suite is used.


	The requested variable may depend on output from a different field that was not included in the model output.






4.1.6. If the UPP fails, how do I troubleshoot the problem?

If the user suspects that the UPP failed (e.g., no UPP output was produced or console output includes an error message like mv: cannot stat `GFSPRS.GrbF00`: No such file or directory), the best way to diagnose the issue is to consult the UPP runtime log file for errors. When using the standalone UPP with the run_upp script, this log file will be located in the postprd directory under the name upp.fHHH.out, where HHH refers to the 3-digit forecast hour being processed. When the UPP is used with the SRW App, the UPP log files can be found in the experiment directory under log/run_post_fHHH.log.



4.1.7. How do I regrid UPP output to another domain or projection?

UPP output is in standard grib2 format and can be interpolated to another grid using the third-party utility wgrib2 [https://www.cpc.ncep.noaa.gov/products/wesley/wgrib2/new_grid.html]. Some basic examples can also be found in Section 3.2.



4.1.8. I am running UPP in parallel, but it fails.

This may be a memory issue; try increasing the number of CPUs or spreading them out across nodes (e.g., increase ptiles). We also know of one version of MPI (mpich v3.0.4) that does not work with UPP. A work-around was found by modifying the UPP/sorc/ncep_post.fd/WRFPOST.f routine to change all unit 5 references (which is standard I/O) to unit 4 instead.



4.1.9. My FV3GFS unipost output is on a Gaussian grid. How can I process it to another grid such as a lat-lon grid or other user-defined grid?

For regridding grib2 unipost output, the wgrib2 utility can be used. See complete documentation on grid specification with examples of regridding for all available grid definitions [https://www.cpc.ncep.noaa.gov/products/wesley/wgrib2/new_grid.html]. The Regridding section of this UPP User’s Guide also gives examples (including an example from operations) of using wgrib2 to interpolate to various common grids.



4.1.10. What does this warning mean in my compile.log? libnemsio.a(nemsio_module_mpi.o): In function '__nemsio_module_mpi_MOD_readmpi4': nemsio_module_mpi.f90:(.text+0x1088): undefined reference to 'mpi_type_create_indexed_block_'

This warning appears for some platforms/compilers because a call in the nemsio library is never used or referenced for a serial build. This is just a warning and should not hinder a successful build of UPP or negatively impact your UPP run.



4.1.11. Why do I see ** FATAL ERROR: Statistical processing bad n=0 ** when using the wgrib2 utility on my UPP output?

This error message is displayed when using more recent versions of the wgrib2 utility on files for forecast hour zero that contain accumulated or time-averaged fields. This is due to the newer versions of wgrib2 no longer allowing the n parameter to be zero or empty.

Users should consider using a separate control file (e.g., postcntrl_gfs_f00.xml) for forecast hour zero that does not include accumulated or time-averaged fields, since they are zero anyway. Users can also continue to use an older version of wgrib2; v2.0.4 is the latest known version that does not result in this error.





            

          

      

      

    

  

    
      
          
            
  
4.2. Glossary


	CAPE
	Convective Available Potential Energy.



	CCPP
	The Common Community Physics Package [https://dtcenter.org/community-code/common-community-physics-package-ccpp] is a forecast-model agnostic, vetted collection of code containing atmospheric physical parameterizations and suites of parameterizations for use in Numerical Weather Prediction (NWP) along with a framework that connects the physics to the host forecast model.



	CIN
	Convective Inhibition.



	CRTM
	The Community Radiative Transfer Model [https://www.jcsda.org/jcsda-project-community-radiative-transfer-model] (CRTM) is a fast and accurate radiative transfer model developed at the Joint Center for Satellite Data Assimilation [https://www.jcsda.org/] (JCSDA) in the United States. It is a sensor-based radiative transfer model and supports more than 100 sensors, including sensors on most meteorological satellites and some from other remote sensing satellites.



	Component
	A software element that has a clear function and interface. In Earth system models, components are often single portions of the Earth system (e.g., atmosphere, ocean, or land surface) that are assembled to form a whole.



	Component Repository
	A repository that contains, at a minimum, source code for a single component.



	CONUS
	Continental United States



	CAM
	convection-allowing models
	Convection-allowing models (CAMs) are models that run on high-resolution grids (usually with grid spacing at 4km or less). They are able to resolve the effects of small-scale convective processes. They typically run several times a day to provide frequent forecasts (e.g., hourly or subhourly).



	data assimilation
	Data assimilation is the process of combining observations, model data, and error statistics to achieve the best estimate of the state of a system. One of the major sources of error in weather and climate forecasts is uncertainty related to the initial conditions that are used to generate future predictions. Even the most precise instruments have a small range of unavoidable measurement error, which means that tiny measurement errors (e.g., related to atmospheric conditions and instrument location) can compound over time. These small differences result in very similar forecasts in the short term (i.e., minutes, hours), but they cause widely divergent forecasts in the long term. Errors in weather and climate forecasts can also arise because models are imperfect representations of reality. Data assimilation systems seek to mitigate these problems by combining the most timely observational data with a “first guess” of the atmospheric state (usually a previous forecast) and other sources of data to provide a “best guess” analysis of the atmospheric state to start a weather or climate simulation. When combined with an “ensemble” of model runs (many forecasts with slightly different conditions), data assimilation helps predict a range of possible atmospheric states, giving an overall measure of uncertainty in a given forecast.



	dycore
	dynamical core
	Global atmospheric model based on fluid dynamics principles, including Euler’s equations of motion.



	echo top
	The radar-indicated top of an area of precipitation. Specifically, it contains the height of the 18 dBZ reflectivity value.



	EMC
	The Environmental Modeling Center [https://www.emc.ncep.noaa.gov/emc.php].



	EPIC
	The Earth Prediction Innovation Center [https://epic.noaa.gov/] seeks to accelerate scientific research and modeling contributions through continuous and sustained community engagement in order to produce the most accurate and reliable operational modeling system in the world.



	ESG
	Extended Schmidt Gnomonic (ESG) grid. The ESG grid uses the map projection developed by Jim Purser of NOAA EMC.



	ESMF
	Earth System Modeling Framework [https://earthsystemmodeling.org/docs/release/latest/ESMF_usrdoc/]. The ESMF defines itself as “a suite of software tools for developing high-performance, multi-component Earth science modeling applications.”



	FV3
	The Finite-Volume Cubed-Sphere dynamical core (dycore). Developed at NOAA’s Geophysical
Fluid Dynamics Laboratory [https://www.gfdl.noaa.gov/] (GFDL), it is a scalable and flexible dycore capable of both hydrostatic and non-hydrostatic atmospheric simulations. It is the dycore used in the UFS Weather Model.



	GFS
	The Global Forecast System [https://www.ncei.noaa.gov/products/weather-climate-models/global-forecast]. The GFS is a National Centers for Environmental Prediction (NCEP) weather forecast model that generates data for dozens of atmospheric and land-soil variables, including temperatures, winds, precipitation, soil moisture, and atmospheric ozone concentration. The system couples four separate models (atmosphere, ocean, land/soil, and sea ice) that work together to accurately depict weather conditions.



	GRIB2
	The second version of the World Meterological Organization’s (WMO) standard for distributing gridded data.



	GSI
	Gridpoint Statistical Interpolation [https://dtcenter.org/community-code/gridpoint-statistical-interpolation-gsi] (GSI) is a variational data assimilation system, designed to be flexible, state-of-art, and run efficiently on various parallel computing platforms. It supports RRFS features. GSI code is publicly available on GitHub [https://github.com/NOAA-EMC/GSI], and fix file data is publicly available here [https://ftp.emc.ncep.noaa.gov/jcsda/WDQMS/NCEP/GSI-FIX/].



	HPC-Stack
	HPC-Stack [https://github.com/JCSDA/spack-stack] is a repository that provides a unified, shell script-based build system for building the software stack required for numerical weather prediction (NWP) tools such as the Unified Forecast System (UFS) [https://ufscommunity.org/] and the Joint Effort for Data assimilation Integration (JEDI) [https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/] framework. It is being phased out in favor of spack-stack. HPC-Stack documentation [https://hpc-stack-epic.readthedocs.io/en/latest/] is available, but the repository and documentation is rarely updated since it is being deprecated.



	HRRR
	High Resolution Rapid Refresh [https://rapidrefresh.noaa.gov/hrrr/]. The HRRR is a NOAA real-time 3-km resolution, hourly updated, cloud-resolving, convection-allowing atmospheric model initialized by 3-km grids with 3-km radar assimilation. Radar data is assimilated in the HRRR every 15 min over a 1-hour period adding further detail to that provided by the hourly data assimilation from the 13-km radar-enhanced Rapid Refresh.



	JCSDA
	Joint Center for Data Satellite Assimilation
	The Joint Center for Satellite Data Assimilation [https://www.jcsda.org/] is a multi-agency research center hosted by the University Corporation for Atmospheric Research (UCAR [https://www.ucar.edu/]). JCSDA is dedicated to improving and accelerating the quantitative use of research and operational satellite data in weather, ocean, climate, and environmental analysis and prediction systems.



	LAM
	Limited Area Model (grid type), formerly known as the “Stand-Alone Regional” or SAR. LAM grids use a regional (rather than global) configuration of the FV3 dynamical core.



	MPI
	MPI stands for Message Passing Interface. An MPI is a standardized communication system used in parallel programming. It establishes portable and efficient syntax for the exchange of messages and data between multiple processors that are used by a single computer program. An MPI is required for high-performance computing (HPC) systems.



	MRW
	Medium-Range Weather Application
	The Medium-Range Weather Application [https://github.com/ufs-community/ufs-mrweather-app] is a UFS Application that targets predictions of atmospheric behavior out to about two weeks. It packages a prognostic atmospheric model (the UFS Weather Model), pre- and post-processing tools, and a community workflow.



	NAM
	North American Mesoscale Forecast System [https://www.ncei.noaa.gov/products/weather-climate-models/north-american-mesoscale]. NAM generates multiple grids (or domains) of weather forecasts over the North American continent at various horizontal resolutions. Each grid contains data for dozens of weather parameters, including temperature, precipitation, lightning, and turbulent kinetic energy. NAM uses additional numerical weather models to generate high-resolution forecasts over fixed regions, and occasionally to follow significant weather events like hurricanes.



	namelist
	A namelist defines a group of variables or arrays. Namelists are an I/O feature for format-free input and output of variables by key-value assignments in Fortran compilers. Fortran variables can be read from and written to plain-text files in a standardised format, usually with a .nml file ending.



	NCAR
	The National Center for Atmospheric Research [https://ncar.ucar.edu/].



	NCEP
	National Centers for Environmental Prediction (NCEP) is an arm of the National Weather Service
consisting of nine centers. More information can be found at https://www.ncep.noaa.gov.



	NEMSIO
	A binary format for atmospheric model output from NCEP’s Global Forecast System (GFS).



	netCDF
	NetCDF (Network Common Data Form [https://www.unidata.ucar.edu/software/netcdf/]) is a file format and community standard for storing multidimensional scientific data. It includes a set of software libraries and machine-independent data formats that support the creation, access, and sharing of array-oriented scientific data.



	NUOPC
	The National Unified Operational Prediction Capability [https://earthsystemmodeling.org/nuopc/] Layer “defines conventions and a set of generic components for building coupled models using the Earth System Modeling Framework (ESMF).”



	NWP
	Numerical Weather Prediction (NWP) takes current observations of weather and processes them with computer models to forecast the future state of the weather.



	NWS
	The National Weather Service [https://www.weather.gov/] (NWS) is an agency of the United States government that is tasked with providing weather forecasts, warnings of hazardous weather, and other weather-related products to organizations and the public for the purposes of protection, safety, and general information. It is a part of the National Oceanic and Atmospheric Administration (NOAA) branch of the Department of Commerce.



	offline UPP
	Refers to cases where UPP is built standalone and run separately from the model.



	RAP
	Rapid Refresh [https://rapidrefresh.noaa.gov/]. The continental-scale NOAA hourly-updated assimilation/modeling system operational at NCEP. RAP covers North America and is comprised primarily of a numerical forecast model and an analysis/assimilation system to initialize that model. RAP is complemented by the higher-resolution 3km High-Resolution Rapid Refresh (HRRR) model.



	Repository
	A central location in which files (e.g., data, code, documentation) are stored and managed.



	RRFS
	The Rapid Refresh Forecast System [https://gsl.noaa.gov/focus-areas/unified_forecast_system/rrfs] (RRFS) is NOAA’s next-generation convection-allowing, rapidly-updated, ensemble-based data assimilation and forecasting system currently scheduled for operational implementation in 2024. It is designed to run forecasts on a 3-km CONUS domain.



	SDF
	Suite Definition File. An external file containing information about the construction of a physics suite. It describes the schemes that are called, in which order they are called, whether they are subcycled, and whether they are assembled into groups to be called together.



	SRW
	Short-Range Weather Application
	The Short-Range Weather Application [https://github.com/ufs-community/ufs-srweather-app] is a UFS Application that targets predictions of atmospheric behavior on a limited spatial domain and on time scales from minutes out to about two days. It packages a prognostic atmospheric model (the UFS Weather Model), pre- and post-processing tools, and a community workflow.



	Spack
	Spack [https://spack.readthedocs.io/en/latest/] is a package management tool designed to support multiple versions and configurations of software on a wide variety of platforms and environments. It was designed for large supercomputing centers, where many users and application teams share common installations of software on clusters with exotic architectures.



	spack-stack
	The spack-stack [https://github.com/JCSDA/spack-stack] is a collaborative effort between the NOAA Environmental Modeling Center (EMC), the UCAR Joint Center for Satellite Data Assimilation (JCSDA), and the Earth Prediction Innovation Center (EPIC). spack-stack is a repository that provides a Spack-based method for building the software stack required for numerical weather prediction (NWP) tools such as the Unified Forecast System (UFS) [https://ufscommunity.org/] and the Joint Effort for Data assimilation Integration (JEDI) [https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/] framework. spack-stack uses the Spack package manager along with custom Spack configuration files and Python scripts to simplify installation of the libraries required to run various applications. The spack-stack can be installed on a range of platforms and comes pre-configured for many systems. Users can install the necessary packages for a particular application and later add the missing packages for another application without having to rebuild the entire stack.



	UFS
	The Unified Forecast System is a community-based, coupled, comprehensive Earth modeling
system consisting of several applications (apps). These apps span regional to global
domains and sub-hourly to seasonal time scales. The UFS is designed to support the Weather Enterprise and to be the source system for NOAA’s operational numerical weather prediction applications. For more information, visit https://ufscommunity.org/.



	Updraft helicity
	Helicity measures the rotation in a storm’s updraft (rising) air. Significant rotation increases the probability that the storm will produce severe weather, including tornadoes. See http://ww2010.atmos.uiuc.edu/(Gh)/guides/mtr/svr/modl/fcst/params/hel.rxml for more details on updraft helicity.



	Weather Enterprise
	Individuals and organizations from public, private, and academic sectors that contribute to the research, development, and production of weather forecast products; primary consumers of these weather forecast products.



	Weather Model
	A prognostic model that can be used for short- and medium-range research and
operational forecasts. It can be an atmosphere-only model or an atmospheric
model coupled with one or more additional components, such as a wave or ocean model. The SRW App uses the UFS Weather Model [https://github.com/ufs-community/ufs-weather-model].



	Workflow
	The sequence of steps required to run an experiment from start to finish.



	write component
	The output files written by the UFS Weather Model use an Earth System Modeling Framework (ESMF) component, referred to as the write component because the UPP cannot directly process output on the native grid types (e.g., “GFDLgrid”, “ESGgrid”). Output fields are interpolated to a write component grid before writing them to an output file.
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Unified Model Variables from UFS

Unified model variables read by UPP (column 1), the name of the variable in the model NetCDF file (column 2),
corresponding UPP internal name that the variable is read in as (column 3), variable dimension (column 4),
whether the variable resides in the dyn (atm) or phy (sfc) NetCDF file, and relevant notes such as
dependencies (column 5).











	Field Description

	Model Variable NetCDF Name

	UPP Internal Name

	Dimensions

	dyn (atm) or phy (sfc)

	Notes





	U-component of wind

	ugrd

	uh

	3d

	dyn

	


	V-component of wind

	vgrd

	vh

	3d

	dyn

	


	Specific humidity

	spfh

	q

	3d

	dyn

	


	Temperature

	tmp

	t

	3d

	dyn

	


	Ozone mixing ratio

	o3mr

	o3

	3d

	dyn

	


	Geometric vertical velocity

	dzdt

	wh

	3d

	dyn

	


	Cloud water mixing ratio

	clwmr

	qqw

	3d

	dyn

	


	Layer thickness in pressure on hybrid levels

	dpres

	dpres

	3d

	dyn

	


	Layer thickness in height

	delz

	na

	3d

	dyn

	


	Ice mixing ratio

	icmr

	qqi

	3d

	dyn

	


	Rain mixing ratio

	rwmr

	qqr

	3d

	dyn

	


	Snow mixing ratio

	snmr

	qqs

	3d

	dyn

	


	Graupel mixing ratio

	grle

	qqg

	3d

	dyn

	


	Hail mixing ratio

	qqh

	qqh

	3d

	dyn

	


	Instantaneous 3d cloud fraction

	cld_amt

	cfr

	3d

	dyn

	imp_physics = 11



	Instantaneous 3d cloud fraction

	cldfra

	cfr

	3d

	phy

	imp_physics ≠ 11



	Instantaneous 3d cloud fraction from boundary layer scheme

	cldfra_bl

	cfr

	3d

	phy

	imp_physics ≠ 11



	Thompson scheme cloud ice effective radius

	cieffr

	effri

	3d

	phy

	


	Thompson scheme cloud water effective radius

	cleffr

	effrl

	3d

	phy

	


	Thompson scheme snow effective radius

	cseffr

	effrs

	3d

	phy

	


	Max hourly updraft velocity

	upvvelmax

	w_up_max

	2d

	dyn

	regional FV3



	Max hourly downdraft velocity

	dnvvelmax

	w_dn_max

	2d

	dyn

	regional FV3



	Max hourly updraft helicity

	uhmax25

	up_heli_max

	2d

	dyn

	regional FV3



	Min hourly updraft helicity

	uhmin25

	up_heli_min

	2d

	dyn

	regional FV3



	Max hourly 0-3km updraft helicity

	uhmax03

	up_heli_max03

	2d

	dyn

	regional FV3



	Min hourly 0-3km updraft helicity

	uhmin03

	up_heli_min03

	2d

	dyn

	regional FV3



	Max 0-1km relative vorticity max

	maxvort01

	rel_vort_max01

	2d

	dyn

	regional FV3



	Max 0-2km relative vorticity max

	maxvort02

	rel_vort_max

	2d

	dyn

	regional FV3



	Max hybrid level 1 relative vorticity max

	maxvorthy1

	rel_vort_maxhy1

	2d

	dyn

	regional FV3



	HAILCAST maximum hail diameter (mm) since last output

	hailcast_dhail

	hail_maxhailcast

	2d

	dyn

	regional FV3



	Biomass burning emissions

	ebb_smoke_hr

	ebb

	2d

	phy

	regional FV3



	Hourly wildfire potential

	hwp

	hwp

	2d

	phy

	regional FV3



	Lightning threat index 1

	ltg1_max

	ltg1_max

	2d

	phy

	regional FV3



	Lightning threat index 2

	ltg2_max

	ltg2_max

	2d

	phy

	regional FV3



	Lightning threat index 3

	ltg3_max

	ltg3_max

	2d

	phy

	regional FV3



	Surface pressure

	pressfc

	pint(:,:,LM+1)

	2d

	dyn

	regional FV3



	Surface height

	hgtsfc

	zint(:,:,LM+1)

	2d

	dyn

	regional FV3



	Smoke

	smoke

	smoke

	3d

	dyn

	regional FV3



	FV3 dust

	fv3dust

	fv3dust

	3d

	dyn

	regional FV3



	Coarse particulate matter

	coarsepm

	coarsepm

	3d

	dyn

	regional FV3



	Unified extinction ext550/Aerosol optical depth

	ext550

	ext550

	3d

	phy

	regional FV3



	Cloud ice number concentration

	qqni

	qqni

	3d

	dyn

	regional FV3



	Cloud water number concentration

	qqnw

	qqnw

	3d

	dyn

	regional FV3



	Rain number concentration

	qqnr

	qqnr

	3d

	dyn

	regional FV3



	Reflectivity

	refl_10cm

	REF_10CM

	3d

	phy

	


	Turbulence kinetic energy

	qke

	q2

	3d

	phy

	


	Ice-friendly aerosol number concentration

	nifa

	qqnifa

	3d

	phy

	


	Water-friendly aerosol number concentration

	nwfa

	qqnwfa

	3d

	phy

	


	Land mask

	land

	sm

	2d

	phy

	


	Sea ice mask

	icec

	sice

	2d

	phy

	


	PBL height

	hpbl

	pblh

	2d

	phy

	


	Frictional velocity

	fricv

	ustar

	2d

	phy

	


	Roughness length

	sfcr

	z0

	2d

	phy

	


	Surface exchange coefficient

	sfexc

	SFCEXC

	2d

	phy

	


	Accumulated snowfall

	tsnowp

	SNOW_ACM

	2d

	phy

	


	Snowfall bucket

	tsnowpb

	SNOW_BKT

	2d

	phy

	


	Accumulated graupel/sleet

	frozr

	acgraup

	2d

	phy

	


	Graupel/sleet bucket

	frozrb

	graup_bucket

	2d

	phy

	


	Accumulated freezing rain

	frzr

	acfrain

	2d

	phy

	


	Freezing rain bucket

	frzrb

	frzrn_bucket

	2d

	phy

	


	Time step snow (in m)

	snow

	snownc

	2d

	phy

	


	Time step graupel (in m)

	graupel

	graupelnc

	2d

	phy

	


	Aerodynamic conductance

	acond

	acond

	2d

	phy

	


	Mid day avg albedo

	albdo_ave

	avgalbedo

	2d

	phy

	


	Surface potential temperature

	tmpsfc

	ths

	2d

	phy

	


	Foundation temperature

	tref

	fdnsst

	2d

	phy

	


	Convective precip in m per physics time step

	cpratb_ave

	avgcprate

	2d

	phy

	


	Convective precip - coninuous bucket

	cprat_ave

	avgcprate_cont

	2d

	phy

	


	Average precip rate in m per physics time step

	prateb_ave

	avgprec

	2d

	phy

	


	Average precip rate - continuous bucket

	prate_ave

	avgprec_cont

	2d

	phy

	


	Precip rate

	tprcp

	prec

	2d

	phy

	


	Convective precip rate

	cnvprcp

	cprate

	2d

	phy

	


	Max hourly surface precip rate

	pratemax

	prate_max

	2d

	phy

	


	Max hourly 1 km agl reflectivity

	refdmax

	refd_max

	2d

	phy

	


	Max hourly -10C reflectivity

	refdmax263k

	refdm10c_max

	2d

	phy

	


	Max hourly u comp of 10m agl wind

	u10max

	u10max

	2d

	phy

	


	Max hourly v comp of 10m agl wind

	v10max

	v10max

	2d

	phy

	


	Max hourly 10m agl wind speed

	spd10max

	wspd10max

	2d

	phy

	


	Instantaneous snow water equivalent

	weasd

	sno

	2d

	phy

	


	Average snow cover

	snowc_ave

	snoavg

	2d

	phy

	


	Snow depth in mm

	snod

	si

	2d

	phy

	


	2m temperature

	tmp2m

	tshltr

	2d

	phy

	


	2m specific humidity

	spfh2m

	qshltr

	2d

	phy

	


	Time-averaged column cloud fraction

	tcdc_aveclm

	avgtcdc

	2d

	phy

	


	Maximum snow albedo

	snoalb

	mxsnal

	2d

	phy

	


	Land fraction

	lfrac

	landfrac

	2d

	phy

	


	Average high cloud fraction

	tcdc_avehcl

	avgcfrach

	2d

	phy

	


	Average low cloud fraction

	tcdc_avelcl

	avgcfracl

	2d

	phy

	


	Average mid cloud fraction

	tcdc_avemcl

	avgcfracm

	2d

	phy

	


	Instantaneous convective cloud fraction

	tcdccnvcl

	cnvcfr

	2d

	phy

	


	Slope type

	sltyp

	islope

	2d

	phy

	


	Plant canopy sfc water in m

	cnwat

	cmc

	2d

	phy

	


	Frozen precip fraction

	cpofp

	sr

	2d

	phy

	


	Sea ice skin temperature

	tisfc

	ti

	2d

	phy

	


	Vegetation fraction

	veg

	vegfrc

	2d

	phy

	


	Liquid volumetric soil moisture

	soill1/…/soill9

	sh2o

	2d

	phy

	all soil levels read into 3d array



	Volumetric soil moisture

	soilw1/…/soilw9

	smc

	2d

	phy

	all soil levels read into 3d array, L5-9 RUC only



	Soil temperature

	soilt1/…/soilt9

	stc

	2d

	phy

	all soil levels read into 3d array, L5-9 RUC only



	Time averaged incoming surface longwave

	dlwrf_ave

	alwin

	2d

	phy

	


	Instantaneous incoming surface longwave

	dlwrf

	rlwin

	2d

	phy

	


	Time averaged outgoing surface longwave

	ulwrf_ave

	alwout

	2d

	phy

	


	Instataneous outgoing surface longwave

	ulwrf

	radot

	2d

	phy

	


	Time average outgoing model top longwave

	ulwrf_avetoa

	alwtoa

	2d

	phy

	


	Instantaneous outgoing model top longwave

	ulwrf_toa

	rlwtoa

	2d

	phy

	


	Time averaged incoming surface shortwave

	dswrf_ave

	aswin

	2d

	phy

	


	Instantaneous incoming surface shortwave

	dswrf

	rswin

	2d

	phy

	


	Time averaged incoming sfc uv-b

	duvb_ave

	auvbin

	2d

	phy

	


	Time averaged incoming sfc clear sky uv-b

	cduvb_ave

	auvbinc

	2d

	phy

	


	Time averaged outgoing sfc shortwave

	uswrf_ave

	aswout

	2d

	phy

	


	Inst outgoing sfc shortwave

	uswrf

	rswout

	2d

	phy

	


	Time averaged model top incoming shortwave

	dswrf_avetoa

	aswintoa

	2d

	phy

	


	Time averaged model top outgoing shortwave

	uswrf_avetoa

	aswtoa

	2d

	phy

	


	Time averaged surface sensible heat flux

	shtfl_ave

	sfcshx

	2d

	phy

	


	Inst surface sensible heat flux

	shtfl

	twbs

	2d

	phy

	


	Time averaged surface latent heat flux

	lhtfl_ave

	sfclhx

	2d

	phy

	


	Inst surface latent heat flux

	lhtfl

	qwbs

	2d

	phy

	


	Time averaged ground heat flux

	gflux_ave

	subshx

	2d

	phy

	


	Instantaneous ground heat flux

	gflux

	grnflx

	2d

	phy

	


	Time averaged zonal momentum flux

	uflx_ave

	sfcux

	2d

	phy

	


	Time averaged meridional momentum flux

	vflx_ave

	sfcvx

	2d

	phy

	


	Instantaneous zonal momentum flux

	uflx

	sfcuxi

	2d

	phy

	


	Instantaneous meridional momentum flux

	vflx

	sfcvxi

	2d

	phy

	


	Time averaged zonal gravity wave stress

	u-gwd_ave

	gtaux

	2d

	phy

	


	Time averaged meridional gravity wave stress

	v-gwd_ave

	gtauy

	2d

	phy

	


	Time averaged accumulated potential evaporation

	pevpr_ave

	avgpotevp

	2d

	phy

	


	Instantaneous potential evaporation

	pevpr

	potevp

	2d

	phy

	


	10 m u-wind component

	ugrd10m

	u10

	2d

	phy

	


	10 m v-wind component

	vgrd10m

	v10

	2d

	phy

	


	Vegetation type

	vtype

	ivgtyp

	2d

	phy

	


	Soil type

	sotyp

	isltyp

	2d

	phy

	


	Soil moisture availability

	wetness

	smstav

	2d

	phy

	not GFS



	Accumulated snow depth over land

	snacc_land

	for computing sndepac

	2d

	phy

	


	Accumulated snow depth over ice

	snacc_ice

	for computing sndepac

	2d

	phy

	


	Instantaneous convective cloud top pressure

	prescnvclt

	ptop

	2d

	phy

	


	Instantaneous convective cloud bottom pressure

	prescnvclb

	pbot

	2d

	phy

	


	Time averaged low cloud top pressure

	pres_avelct

	ptopl

	2d

	phy

	


	Time averaged low cloud bottom pressure

	pres_avelcb

	pbotl

	2d

	phy

	


	Time averaged low cloud top temperature

	tmp_avelct

	Ttopl

	2d

	phy

	


	Time averaged middle cloud top pressure

	pres_avemct

	ptopm

	2d

	phy

	


	Time averaged middle cloud bottom pressure

	pres_avemcb

	pbotm

	2d

	phy

	


	Time averaged middle cloud top temperature

	tmp_avemct

	Ttopm

	2d

	phy

	


	Time averaged high cloud top pressure

	pres_avehct

	ptoph

	2d

	phy

	


	Time averaged high cloud bottom pressure

	pres_avehcb

	pboth

	2d

	phy

	


	Time averaged high cloud top temperature

	tmp_avehct

	Ttoph

	2d

	phy

	


	Boundary layer cloud cover

	tcdc_avebndcl

	pblcfr

	2d

	phy

	


	Cloud work function

	cwork_aveclm

	cldwork

	2d

	phy

	


	Accumulated total (base+surface) runoff

	watr_acc

	runoff

	2d

	phy

	


	Total water storage in aquifer

	wa_acc

	twa

	2d

	phy

	


	Accumulated evaporation of intercepted water

	ecan_acc

	tecan

	2d

	phy

	


	Accumulated plant transpiration

	etran_acc

	tetran

	2d

	phy

	


	Accumulated soil surface evaporation

	edir_acc

	tedir

	2d

	phy

	


	Shelter max temperature

	t02max

	maxtshltr

	2d

	phy

	not GFS



	Shelter max temperature

	tmax_max2m

	maxtshltr

	2d

	phy

	GFS only



	Shelter min temperature

	t02min

	mintshltr

	2d

	phy

	not GFS



	Shelter min temperature

	tmin_min2m

	mintshltr

	2d

	phy

	GFS only



	Shelter max rh

	rh02max

	maxrhshltr

	2d

	phy

	


	Shelter min rh

	rh02min

	minrhshltr

	2d

	phy

	


	Shelter max specific humidity

	spfhmax_max2m

	maxqshltr

	2d

	phy

	


	Shelter min specific humidity

	spfhmin_min2m

	minqshltr

	2d

	phy

	


	Ice thickness

	icetk

	dzice

	2d

	phy

	


	Wilting point

	wilt

	smcwlt

	2d

	phy

	


	Sunshine duration

	sunsd_acc

	suntime

	2d

	phy

	


	Field capacity

	fldcp

	fieldcapa

	2d

	phy

	


	Time averaged surface visible beam downward solar flux

	vbdsf_ave

	avisbeamswin

	2d

	phy

	


	Time averaged surface visible diffuse downward solar flux

	vddsf_ave

	avisdiffswin

	2d

	phy

	


	Time averaged surface near ir beam downward solar flux

	nbdsf_ave

	airbeamswin

	2d

	phy

	


	Time averaged surface near ir diffuse downward solar flux

	nddsf_ave

	airdiffswin

	2d

	phy

	


	Time averaged surface clear sky outgoing lw

	csulf

	alwoutc

	2d

	phy

	


	Time averaged toa clear sky outgoing lw

	csulftoa

	alwtoac

	2d

	phy

	


	Time averaged surface clear sky outgoing sw

	csusf

	aswoutc

	2d

	phy

	


	Time averaged toa clear sky outgoing sw

	csusftoa

	aswtoac

	2d

	phy

	


	Time averaged surface clear sky incoming lw

	csdlf

	alwinc

	2d

	phy

	


	Time averaged surface clear sky incoming sw

	csdsf

	aswinc

	2d

	phy

	


	Storm runoff

	ssrun_acc

	SSROFF

	2d

	phy

	


	Direct soil evaporation

	evbs_ave

	avgedir

	2d

	phy

	


	Canopy water evaporation

	evcw_ave

	avgecan

	2d

	phy

	


	Averaged precipitation advected heat flux

	pah_ave

	paha

	2d

	phy

	


	Instantaneous precipitation advected heat flux

	pahi

	pahi

	2d

	phy

	


	Plant transpiration

	trans_ave

	avgetrans

	2d

	phy

	


	Snow sublimation

	sbsno_ave

	avgesnow

	2d

	phy

	


	Total soil moisture

	soilm

	smstot

	2d

	phy

	not GFS



	Snow phase change heat flux

	snohf

	snopcx

	2d

	phy

	


	Precipitable water

	pwat

	pwat

	2d

	phy

	


	Average ozone concentration

	o3_ave

	avgozcon

	3d

	dyn

	aqf_on=True



	Average particulate matter (fine)

	pm25_ave

	avgpmtf

	3d

	dyn

	aqf_on=True



	Aerosol optical depth

	aod

	aqm_aod550

	2d

	phy

	aqf_on=True



	Instantaneous aod550 optical depth

	aod550

	aod550

	2d

	phy

	rdaod = True



	Instantaneous aod550 optical depth (dust)

	du_aod550

	du_aod550

	2d

	phy

	rdaod = True



	Instantaneous aod550 optical depth (seasalt)

	ss_aod550

	ss_aod550

	2d

	phy

	rdaod = True



	Instantaneous aod550 optical depth (sulfates)

	su_aod550

	su_aod550

	2d

	phy

	rdaod = True



	Instantaneous aod550 optical depth (organic carbon)

	oc_aod550

	oc_aod550

	2d

	phy

	rdaod = True



	Instantaneous aod550 optical depth (black carbon)

	bc_aod550

	bc_aod550

	2d

	phy

	rdaod = True



	Dust (1-5)

	dust1/…/dust5

	dust

	3d

	dyn

	GOCART - all requested read into 4d array



	Sea salt (1-5)

	seas1/…/seas5

	salt

	3d

	dyn

	GOCART - all requested read into 4d array



	Black carbon

	bc1/bc2

	soot

	3d

	dyn

	GOCART - all requested read into 4d array



	Organic carbon

	oc1/oc2

	waso

	3d

	dyn

	GOCART - all requested read into 4d array



	Sulfate

	sulf

	suso

	3d

	dyn

	gocart_on=True or gccpp_on=True



	Sulfate

	so4

	suso

	3d

	dyn

	nasa_on=True



	Nitrate

	no3an1/no3an2/no3an3

	no3

	3d

	dyn

	GOCART - all requested read into 4d array



	NH4

	nh4a

	nh4

	3d

	dyn

	GOCART



	Particulate matter (PP25)

	pp25

	pp25

	3d

	dyn

	gocart_on=True



	Particulate matter (PM25)

	pm25

	pp25

	3d

	dyn

	nasa_on=True



	Particulate matter (PP10)

	pp10

	pp10

	3d

	dyn

	gocart_on=True



	Particulate matter (PM10)

	pm10

	pp10

	3d

	dyn

	nasa_on=True



	Dust emission fluxes (1-5)

	duem001/…/duem005

	duem

	2d

	phy

	all requested read into 3d array



	Dust sedimentation fluxes (1-5)

	dust1sd/…/dust5sd

	dusd

	2d

	phy

	all requested read into 3d array



	Dust dry deposition fluxes (1-5)

	dust1dp/…/dust5dp

	dupd

	2d

	phy

	all requested read into 3d array



	Dust wet deposition fluxes (1-5)

	dust1wtl/…/dust5wtl

	duwt

	2d

	phy

	all requested read into 3d array



	Dust scavenging fluxes (1-5)

	dust1wtc/…/dust5wtc

	dusv

	2d

	phy

	all requested read into 3d array



	Seasalt emission fluxes (1-5)

	ssem001/…/ssem005

	ssem

	2d

	phy

	all requested read into 3d array



	Seasalt emission/sedimentation fluxes (1-5)

	seas1sd/…/seas5sd

	sssd

	2d

	phy

	all requested read into 3d array



	Seasalt dry deposition fluxes (1-5)

	seas1dp/…/seas5dp

	ssdp

	2d

	phy

	all requested read into 3d array



	Seasalt wet deposition fluxes (1-5)

	seas1wtl/…/seas5wtl

	sswt

	2d

	phy

	all requested read into 3d array



	Seasalt scavenging fluxes (1-5)

	seas1wtc/…/seas5wtc

	sssv

	2d

	phy

	all requested read into 3d array



	Black carbon emission fluxes

	bceman/bcembb

	bcem

	2d

	phy

	all requested read into 3d array



	Black carbon sedimentation fluxes

	bc1sd/bc2sd

	bcsd

	2d

	phy

	all requested read into 3d array



	Black carbon dry deposition fluxes

	bc1dp/bc2dp

	bcdp

	2d

	phy

	all requested read into 3d array



	Black carbon large wet deposition fluxes

	bc1wtl/bc2wtl

	bcwt

	2d

	phy

	all requested read into 3d array



	Black carbon convective wet deposition fluxes

	bc1wtc/bc2wtc

	bcsv

	2d

	phy

	all requested read into 3d array



	Organic carbon emission fluxes

	oceman/ocembb

	ocem

	2d

	phy

	all requested read into 3d array



	Organic carbon sedimentation fluxes

	oc1sd/oc2sd

	ocsd

	2d

	phy

	all requested read into 3d array



	Organic carbon dry deposition fluxes

	oc1dp/oc2dp

	ocdp

	2d

	phy

	all requested read into 3d array



	Organic carbon large wet deposition fluxes

	oc1wtl/oc2wtl

	ocwt

	2d

	phy

	all requested read into 3d array



	Organic carbon convective wet deposition fluxes

	oc1wtc/oc2wtc

	ocsv

	2d

	phy

	all requested read into 3d array



	Mie-based aerosol optical depth

	maod

	maod

	2d

	phy

	








            

          

      

      

    

  

    
      
          
            
  
GRIB2 Fields Produced by UPP

GRIB2 fields produced by UPP (column 1), abbreviated names
used in the postcntrl.xml file (column 2), corresponding standard
grib2 pname (column 3), and corresponding array location UPP
uses to store the variable in parallel arrays (column 5).









	Field Description

	Name in Grib2 Control File

	Grib2 pname

	UPP ID





	Pressure on model surface

	PRES_ON_HYBRID_LVL

	PRES

	1



	Temperature on model surface

	TMP_ON_HYBRID_LVL

	TMP

	2



	Potential temperature on model surface

	POT_ON_HYBRID_LVL

	POT

	3



	Dew point temperature on model surface

	DPT_ON_HYBRID_LVL

	DPT

	4



	Specific humidity on model surface

	SPFH_ON_HYBRID_LVL

	SPFH

	5



	Relative humidity on model surface

	RH_ON_HYBRID_LVL

	RH

	6



	U-component wind on model surface

	UGRD_ON_HYBRID_LVL

	UGRD

	7



	V-component wind on model surface

	VGRD_ON_HYBRID_LVL

	VGRD

	8



	Omega on model surface

	VVEL_ON_HYBRID_LVL

	VVEL

	9



	Absolute vorticity on model surface

	ABSV_ON_HYBRID_LVL

	ABSV

	10



	Turbulent kinetic energy on model surface

	TKE_ON_HYBRID_LVL

	TKE

	11



	Height on pressure surface

	HGT_ON_ISOBARIC_SFC

	HGT

	12



	Temperature on pressure surface

	TMP_ON_ISOBARIC_SFC

	TMP

	13



	Potential temperature on pressure surface

	POT_ON_ISOBARIC_SFC

	POT

	14



	Dew point temperature on pressure surface

	DPT_ON_ISOBARIC_SFC

	DPT

	15



	Specific humidity on pressure surface

	SPFH_ON_ISOBARIC_SFC

	SPFH

	16



	Relative humidity on pressure surface

	RH_ON_ISOBARIC_SFC

	RH

	17



	U-component wind on pressure surface

	UGRD_ON_ISOBARIC_SFC

	UGRD

	18



	V-component wind on pressure surface

	VGRD_ON_ISOBARIC_SFC

	VGRD

	19



	Omega on pressure surface

	VVEL_ON_ISOBARIC_SFC

	VVEL

	20



	Absolute vorticity on pressure surface

	ABSV_ON_ISOBARIC_SFC

	ABSV

	21



	Turbulent kinetic energy on pressure surface

	TKE_ON_ISOBARIC_SFC

	TKE

	22



	Mesinger (Membrane) sea level pressure

	MSLET_ON_MEAN_SEA_LVL

	MSLET

	23



	Surface pressure

	PRES_ON_SURFACE

	PRES

	24



	Terrain height

	HGT_ON_SURFACE

	HGT

	25



	Skin temperature

	TMP_ON_SURFACE

	TMP

	26



	Skin potential temperature

	POT_ON_SURFACE

	POT

	27



	Skin specific humidity

	SPFH_ON_SURFACE

	SPFH

	28



	Skin dew point temperature

	DPT_ON_SURFACE

	DPT

	29



	Lifted index—surface based

	LFTX_ON_ISOBARIC_SFC_500-1000hpa

	LFTX

	30



	Lifted index—best

	4LFTX_ON_SPEC_PRES_ABOVE_GRND

	4LFTX

	31



	Surface CAPE

	CAPE_ON_SURFACE

	CAPE

	32



	Accumulated convective precipitation

	ACM_ACPCP_ON_SURFACE

	ACPCP

	33



	Accumulated grid-scale precipitation

	ACM_NCPCP_ON_SURFACE

	NCPCP

	34



	Accumulated snowfall

	ACM_WEASD_ON_SURFACE

	WEASD

	35



	Total soil moisture

	SOILM_ON_DEPTH_BEL_LAND_SFC

	SOILMOI

	36



	Low level cloud fraction

	LCDC_ON_LOW_CLOUD_LYR

	LCDC

	37



	Mid level cloud fraction

	MCDC_ON_MID_CLOUD_LYR

	MCDC

	38



	High level cloud fraction

	HCDC_ON_HIGH_CLOUD_LYR

	HCDC

	39



	Temperature tendency from shortwave radiative flux

	SWHR_ON_HYBRID_LVL

	SWHR

	40



	Temperature tendency from longwave radiative flux

	LWHR_ON_HYBRID_LVL

	LWHR

	41



	Surface latent heat flux - time-averaged

	AVE_LHTFL_ON_SURFACE

	LHTFL

	42



	Surface sensible heat flux - time-averaged

	AVE_SHTFL_ON_SURFACE

	SHTFL

	43



	Roughness length

	SFCR_ON_SURFACE

	SFCR

	44



	Friction velocity

	FRICV_ON_SURFACE

	FRICV

	45



	Surface momentum flux - time-averaged

	AVE_MFLX_ON_SURFACE

	MFLX

	46



	Accumulated surface evaporation

	ACM_EVP_ON_SURFACE

	EVP

	47



	Latitude

	NLAT_ON_SURFACE

	NLAT

	48



	Longitude

	ELON_ON_SURFACE

	ELON

	49



	Land sea mask (land=1  sea=0)

	LAND_ON_SURFACE

	LAND

	50



	Sea ice mask

	ICEC_ON_SURFACE

	ICEC

	51



	Press at tropopause

	PRES_ON_TROPOPAUSE

	PRES

	54



	Temperature at tropopause

	TMP_ON_TROPOPAUSE

	TMP

	55



	U wind at tropopause

	UGRD_ON_TROPOPAUSE

	UGRD

	56



	V wind at tropopause

	VGRD_ON_TROPOPAUSE

	VGRD

	57



	Wind shear at tropopause

	VWSH_ON_TROPOPAUSE

	VWSH

	58



	Temperature at flight levels

	TMP_ON_SPEC_ALT_ABOVE_MEAN_SEA_LVL

	TMP

	59



	U wind at flight levels

	UGRD_ON_SPEC_ALT_ABOVE_MEAN_SEA_LVL

	UGRD

	60



	V wind at flight levels

	VGRD_ON_SPEC_ALT_ABOVE_MEAN_SEA_LVL

	VGRD

	61



	Freezing level height (above mean sea level)

	HGT_ON_0C_ISOTHERM

	HGT

	62



	Freezing level RH

	RH_ON_0C_ISOTHERM

	RH

	63



	10 M u-component wind

	UGRD_ON_SPEC_HGT_LVL_ABOVE_GRND_10m

	UGRD

	64



	10 M v-component wind

	VGRD_ON_SPEC_HGT_LVL_ABOVE_GRND_10m

	VGRD

	65



	Relative humidity on sigma layer (0.33-1.0 mean)

	RH_ON_SIGMA_LVL_0.33-1.0

	RH

	66



	Pressure in boundary layer (30 mb mean)

	PRES_ON_SPEC_PRES_ABOVE_GRND

	PRES

	67



	Temperature in boundary layer (30 mb mean)

	TMP_ON_SPEC_PRES_ABOVE_GRND

	TMP

	68



	Potential temperature in boundary layers (30 mb mean)

	POT_ON_SPEC_PRES_ABOVE_GRND

	POT

	69



	Dew point temperature in boundary layer (30 mb mean)

	DPT_ON_SPEC_PRES_ABOVE_GRND

	DPT

	70



	Specific humidity in boundary layer (30 mb mean)

	SPFH_ON_SPEC_PRES_ABOVE_GRND

	SPFH

	71



	RH in boundary layer (30 mb mean)

	RH_ON_SPEC_PRES_ABOVE_GRND

	RH

	72



	U wind in boundary layer (30 mb mean)

	UGRD_ON_SPEC_PRES_ABOVE_GRND

	UGRD

	73



	V wind in boundary layer (30 mb mean)

	VGRD_ON_SPEC_PRES_ABOVE_GRND

	VGRD

	74



	Lifted index—from boundary layer

	PLI_ON_SPEC_PRES_ABOVE_GRND

	PLI

	75



	Skin Relative humidity

	RH_ON_SURFACE

	RH

	76



	Height on model surface

	HGT_ON_HYBRID_LVL

	HGT

	77



	Averaged temperature tendency from grid scale latent heat release

	AVE_LRGHR_ON_HYBRID_LVL

	LRGHR

	78



	Averaged temperature tendency from convective latent heat release

	AVE_CNVHR_ON_HYBRID_LVL

	CNVHR

	79



	Column integrated precipitable water

	PWAT_ON_ENTIRE_ATMOS_SINGLE_LYR

	PWAT

	80



	Relative humidity on sigma layer (0.66-1.0 mean)

	RH_ON_SIGMA_LVL_0.66-1.0

	RH

	81



	Relative humidity on sigma layer (0.33-0.66 mean)

	RH_ON_SIGMA_LVL_0.33-0.66

	RH

	82



	Moisture convergence on model surface

	MCONV_ON_HYBRID_LVL

	MCONV

	83



	Geostrophic streamfunction on model surface

	STRM_ON_HYBRID_LVL

	STRM

	84



	Moisture convergence on pressure surface

	MCONV_ON_ISOBARIC_SFC

	MCONV

	85



	Geostrophic streamfunction on pressure surface

	STRM_ON_ISOBARIC_SFC

	STRM

	86



	Accumulated total precipitation

	ACM_APCP_ON_SURFACE

	APCP

	87



	Moisture convergence in boundary layer (30 mb mean)

	MCONV_ON_SPEC_PRES_ABOVE_GRND

	MCONV

	88



	Precipitable water in boundary layer (30 mb mean)

	PWAT_ON_SPEC_PRES_ABOVE_GRND

	PWAT

	89



	Omega in boundary layer (30 mb mean)

	VVEL_ON_SPEC_PRES_ABOVE_GRND

	VVEL

	90



	Pressure on sigma level 0.98230

	PRES_ON_SIGMA_LVL_0.98230

	PRES

	91



	Temperature on sigma level 0.98230

	TMP_ON_SIGMA_LVL_0.98230

	TMP

	92



	Specific humidity on sigma level 0.98230

	SPFH_ON_SIGMA_LVL_0.98230

	SPFH

	93



	Relative humidity on sigma level 0.98230

	RH_ON_SIGMA_LVL_0.98230

	RH

	94



	U-wind on sigma level 0.98230

	UGRD_ON_SIGMA_LVL_0.98230

	UGRD

	95



	V-wind on sigma level 0.98230

	VGRD_ON_SIGMA_LVL_0.98230

	VGRD

	96



	Temperature on sigma level 0.89671

	TMP_ON_SIGMA_LVL_0.89671

	TMP

	97



	Temperature on sigma level 0.78483

	TMP_ON_SIGMA_LVL_0.78483

	TMP

	98



	Relative humidity on sigma layer (0.47_1.0* mean)RH_ON_SIGMA_LVL_0.47_1.0

	RH

	99

	


	Relative humidity on sigma layer (0.47_0.96 mean)

	RH_ON_SIGMA_LVL_0.47_0.96

	RH

	100



	Relative humidity on sigma layer (0.18_0.47 mean)

	RH_ON_SIGMA_LVL_0.18_0.47

	RH

	101



	Relative humidity on sigma layer (0.84_0.98 mean)

	RH_ON_SIGMA_LVL_0.84_0.98

	RH

	102



	Moisture convergence on sigma layer (0.85_1.0 mean)

	MCONV_ON_SIGMA_LVL_0.85_1.0

	MCONV

	103



	Precipitable water on sigma layer (0.33_1.0 mean)

	PWAT_ON_SIGMA_LVL_0.33_1.0

	PWAT

	104



	Shuell sea level pressure

	PRES_ON_MEAN_SEA_LVL

	PRMSL

	105



	2 M temperature

	TMP_ON_SPEC_HGT_LVL_ABOVE_GRND_2m

	TMP

	106



	Surface CIN

	CIN_ON_SURFACE

	CIN

	107



	Potential temperature at tropopause

	POT_ON_TROPOPAUSE

	POT

	108



	Above-ground height of LCL

	HGT_ON_LVL_OF_ADIAB_COND_FROM_SFC

	HGT

	109



	Pressure of LCL

	PRES_ON_LVL_OF_ADIAB_COND_FROM_SFC

	PRES

	110



	Richardson number on model surface

	RI_ON_HYBRID_LVL

	RI

	111



	2 M specific humidity

	SPFH_ON_SPEC_HGT_LVL_ABOVE_GRND_2m

	SPFH

	112



	2 M dew point temperature

	DPT_ON_SPEC_HGT_LVL_ABOVE_GRND_2m

	DPT

	113



	2 M RH

	RH_ON_SPEC_HGT_LVL_ABOVE_GRND_2m

	RH

	114



	Soil temperature at the bottom of soil layers

	TSOIL_ON_DEPTH_BEL_LAND_SFC_3m

	TSOIL

	115



	Soil temperature in between each of soil layers

	TSOIL_ON_DEPTH_BEL_LAND_SFC

	TSOIL

	116



	Soil moisture in between each of soil layers

	SOILW_ON_DEPTH_BEL_LAND_SFC

	SOILW

	117



	Plant canopy surface water

	CNWAT_ON_SURFACE

	CNWAT

	118



	Snow water equivalent

	WEASD_ON_SURFACE

	WEASD

	119



	Snow cover in percentage

	SNOWC_ON_SURFACE

	SNOWC

	120



	Accumulated total snow melt

	ACM_SNOM_ON_SURFACE

	SNOM

	121



	Accumulated storm surface runoff

	ACM_SSRUN_ON_SURFACE

	SSRUN

	122



	Accumulated baseflow runoff

	ACM_BGRUN_ON_SURFACE

	BGRUN

	123



	Cloud water on model surface

	CLMR_ON_HYBRID_LVL

	CLMR

	124



	Cloud ice on model surface

	ICMR_ON_HYBRID_LVL

	ICMR

	125



	Incoming surface shortwave radiation - time-averaged

	AVE_DSWRF_ON_SURFACE

	DSWRF

	126



	Incoming surface longwave radiation - time-averaged

	AVE_DLWRF_ON_SURFACE

	DLWRF

	127



	Outgoing surface shortwave radiation - time-averaged

	AVE_USWRF_ON_SURFACE

	USWRF

	128



	Outgoing surface longwave radiation - time-averaged

	AVE_ULWRF_ON_SURFACE

	ULWRF

	129



	Outgoing model top shortwave radiation - time-averaged

	AVE_USWRF_ON_TOP_OF_ATMOS

	USWRF

	130



	Outgoing model top longwave radiation - time-averaged

	AVE_ULWRF_ON_TOP_OF_ATMOS

	ULWRF

	131



	Surface drag coefficient

	CD_ON_SURFACE

	CD

	132



	Surface u wind stress

	UFLX_ON_SURFACE

	UFLX

	133



	Surface v wind stress

	VFLX_ON_SURFACE

	VFLX

	134



	Ground heat flux - time-averaged

	AVE_GFLUX_ON_SURFACE

	GFLUX

	135



	Average snow phase change heat flux

	AVE_SNOHF_ON_SURFACE

	SNOHF

	136



	Accumulated potential evaporation

	ACM_PEVAP_ON_SURFACE

	PEVAP

	137



	2 M pressure

	PRES_ON_SPEC_HGT_LVL_ABOVE_GRND_2m

	PRES

	138



	Time-averaged stratospheric cloud fraction

	AVE_CDLYR_ON_ENTIRE_ATMOS

	CDLYR

	139



	Temperature tendency from radiative fluxes

	TTRAD_ON_HYBRID_LVL

	TTRAD

	140



	Outgoing surface shortwave radiation - instantaneous

	INST_USWRF_ON_SURFACE

	USWRF

	141



	Outgoing surface longwave radiation - instantaneous

	INST_ULWRF_ON_SURFACE

	ULWRF

	142



	Time-averaged convective cloud fraction

	AVE_CDCON_ON_ENTIRE_ATMOS

	CDCON

	143



	Time-averaged total cloud fraction

	AVE_TCDC_ON_ENTIRE_ATMOS

	TCDC

	144



	Cloud fraction on model surface

	TCDC_ON_HYBRID_LVL

	TCDC

	145



	Master length scale on model surface

	BMIXL_ON_HYBRID_LVL

	BMIXL

	146



	Asymptotic length scale on model surface

	AMIXL_ON_HYBRID_LVL

	AMIXL

	147



	Cloud bottom pressure

	PRES_ON_CLOUD_BASE

	PRES

	148



	Cloud top pressure

	PRES_ON_CLOUD_TOP

	PRES

	149



	Surface midday albedo

	ALBDO_ON_SURFACE

	ALBDO

	150



	Sea surface temperature

	WTMP_ON_SURFACE

	WTMP

	151



	Ground heat flux - instantaneous

	INST_GFLUX_ON_SURFACE

	GFLUX

	152



	Cloud water on pressure surface

	CLMR_ON_ISOBARIC_SFC

	CLMR

	153



	Surface sensible heat flux – instantaneous

	INST_SHTFL_ON_SURFACE

	SHTFL

	154



	Surface latent heat flux - instantaneous

	INST_LHTFL_ON_SURFACE

	LHTFL

	155



	Incoming surface shortwave radiation - instantaneous

	INST_DSWRF_ON_SURFACE

	DSWRF

	156



	Incoming surface longwave radiation - instantaneous

	INST_DLWRF_ON_SURFACE

	DLWRF

	157



	10 M potential temperature

	POT_ON_SPEC_HGT_LVL_ABOVE_GRND_10m

	POT

	158



	10 M specific humidity

	SPFH_ON_SPEC_HGT_LVL_ABOVE_GRND_10m

	SPFH

	159



	Precipitation type (4 types) – instantaneous

	INST_CRAIN_ON_SURFACE

	CRAIN

	160



	Total cloud fraction

	INST_TCDC_ON_ENTIRE_ATMOS

	TCDC

	161



	Helicity

	HLCY_ON_SPEC_HGT_LVL_ABOVE_GRND

	HLCY

	162



	U-component storm motion

	USTM_ON_SPEC_HGT_LVL_ABOVE_GRND

	USTM

	163



	V-component storm motion

	VSTM_ON_SPEC_HGT_LVL_ABOVE_GRND

	VSTM

	164



	Highest freezing level height

	HGT_ON_HGHST_TROP_FRZ_LVL

	HGT

	165



	Cloud ice on pressure surface

	ICMR_ON_ISOBARIC_SFC

	ICMR

	166



	Precipitation rate - instantaneous

	INST_PRATE_ON_SURFACE

	PRATE

	167



	Cloud top temperature

	TMP_ON_CLOUD_TOP

	TMP

	168



	Heat exchange coeff at surface

	SFEXC_ON_SURFACE

	SFEXC

	169



	Vegetation cover

	VEG_ON_SURFACE

	VEG

	170



	Soil moisture availability

	RUC_MSTAV_ON_DEPTH_BEL_LAND_SFC

	MSTAV

	171



	Fraction of frozen precipitation

	CPOFP_ON_SURFACE

	CPOFP

	172



	Maximum wind pressure level

	PRES_ON_MAX_WIND

	PRES

	173



	Maximum wind height

	HGT_ON_MAX_WIND

	HGT

	174



	U-component of maximum wind

	UGRD_ON_MAX_WIND

	UGRD

	175



	V-component of maximum wind

	VGRD_ON_MAX_WIND

	VGRD

	176



	Height at tropopause

	HGT_ON_TROPOPAUSE

	HGT

	177



	Cloud bottom height (above MSL)

	HGT_ON_CLOUD_BASE

	HGT

	178



	Cloud top height (above MSL)

	HGT_ON_CLOUD_TOP

	HGT

	179



	Visibility

	VIS_ON_SURFACE

	VIS

	180



	Rain on model surface

	RWMR_ON_HYBRID_LVL

	RWMR

	181



	Snow on model surface

	SNMR_ON_HYBRID_LVL

	SNMR

	182



	Rain on pressure surface

	RWMR_ON_ISOBARIC_SFC

	RWMR

	183



	Snow water on pressure surface

	SNMR_ON_ISOBARIC_SFC

	SNMR

	184



	Model level fraction of rain for Ferrier scheme

	FRAIN_ON_HYBRID_LVL

	FRAIN

	185



	Model level fraction of ice for Ferrier scheme

	FICE_ON_HYBRID_LVL

	FICE

	186



	Model level riming factor for Ferrier scheme

	RIME_ON_HYBRID_LVL

	RIME

	187



	Convective cloud bottom pressure

	PRES_ON_CONVECTIVE_CLOUD_BOT_LVL

	PRES

	188



	Convective cloud top pressure

	PRES_ON_CONVECTIVE_CLOUD_TOP_LVL

	PRES

	189



	Shallow convective cloud bottom pressure

	PRES_ON_SHALL_CONVECTIVE_CLOUD_BOT_LVL

	PRES

	190



	Shallow convective cloud top pressure

	PRES_ON_SHALL_CONVECTIVE_CLOUD_TOP_LVL

	PRES

	191



	Deep convective cloud bottom pressure

	PRES_ON_DEEP_CONVECTIVE_CLOUD_BOT_LVL

	PRES

	192



	Deep convective cloud top pressure

	PRES_ON_DEEP_CONVECTIVE_CLOUD_TOP_LVL

	PRES

	193



	Grid scale cloud bottom pressure

	PRES_ON_GRID_SCALE_CLOUD_BOT_LVL

	PRES

	194



	Grid scale cloud top pressure

	PRES_ON_GRID_SCALE_CLOUD_TOP_LVL

	PRES

	195



	Convective cloud fraction

	CDCON_ON_ENTIRE_ATMOS

	CDCON

	196



	Convective cloud efficiency

	CUEFI_ON_ENTIRE_ATMOS_SINGLE_LYR

	CUEFI

	197



	Total condensate on pressure surface

	TCOND_ON_ISOBARIC_SFC

	TCOND

	198



	Model level total condensate for Ferrier scheme

	TCOND_ON_HYBRID_LVL

	TCOND

	199



	Column integrated cloud water

	TCOLW_ON_ENTIRE_ATMOS

	TCOLW

	200



	Column integrated cloud ice

	TCOLI_ON_ENTIRE_ATMOS

	TCOLI

	201



	Column integrated rain

	TCOLR_ON_ENTIRE_ATMOS

	TCOLR

	202



	Column integrated snow

	TCOLS_ON_ENTIRE_ATMOS

	TCOLS

	203



	Column integrated total condensate

	TCOLC_ON_ENTIRE_ATMOS

	TCOLC

	204



	Height of sigma surface

	HGT_ON_SIGMA_LVLS

	HGT

	205



	Temperature on sigma surface

	TMP_ON_SIGMA_LVLS

	TMP

	206



	Specific humidity on sigma surface

	SPFH_ON_SIGMA_LVLS

	SPFH

	207



	U-wind on sigma surface

	UGRD_ON_SIGMA_LVLS

	UGRD

	208



	V-wind on sigma surface

	VGRD_ON_SIGMA_LVLS

	VGRD

	209



	Omega on sigma surface

	VVEL_ON_SIGMA_LVLS

	VVEL

	210



	Cloud water on sigma surface

	CLMR_ON_SIGMA_LVLS

	CLMR

	211



	Cloud ice on sigma surface

	ICMR_ON_SIGMA_LVLS

	ICMR

	212



	Rain on sigma surface

	RWMR_ON_SIGMA_LVLS

	RWMR

	213



	Snow on sigma surface

	SNMR_ON_SIGMA_LVLS

	SNMR

	214



	Condensate on sigma surface

	TCOND_ON_SIGMA_LVLS

	TCOND

	215



	Pressure on sigma surface

	PRES_ON_SIGMA_LVLS

	PRES

	216



	Turbulent kinetic energy on sigma surface

	TKE_ON_SIGMA_LVLS

	TKE

	217



	Vegetation type

	VGTYP_ON_SURFACE

	VGTYP

	218



	Soil type

	SOTYP_ON_SURFACE

	SOTYP

	219



	Canopy conductance

	CCOND_ON_SURFACE

	CCOND

	220



	PBL height

	HPBL_ON_SURFACE

	HPBL

	221



	Cloud fraction on sigma surface

	TCDC_ON_SIGMA_LVLS

	TCDC

	222



	Slope type

	SLTYP_ON_SURFACE

	SLTYP

	223



	Snow depth

	SNOD_ON_SURFACE

	SNOD

	224



	Liquid soil moisture

	SOILL_ON_DEPTH_BEL_LAND_SFC

	SOILL

	225



	Snow free albedo

	SNFALB_ON_SURFACE

	SNFALB

	226



	Maximum snow albedo

	MXSALB_ON_SURFACE

	MXSALB

	227



	Canopy water evaporation

	EVCW_ON_SURFACE

	EVCW

	228



	Direct soil evaporation

	EVBS_ON_SURFACE

	EVBS

	229



	Plant transpiration

	TRANS_ON_SURFACE

	TRANS

	230



	Snow sublimation

	SBSNO_ON_SURFACE

	SBSNO

	231



	Air dry soil moisture

	SMDRY_ON_SURFACE

	SMDRY

	232



	Soil moist porosity

	POROS_ON_SURFACE

	POROS

	233



	Minimum stomatal resistance

	RSMIN_ON_SURFACE

	RSMIN

	234



	Number of root layers

	RLYRS_ON_SURFACE

	RLYRS

	235



	Soil moist wilting point

	WILT_ON_SURFACE

	WILT

	236



	Soil moist reference

	SMREF_ON_SURFACE

	SMREF

	237



	Canopy conductance - solar component

	RCS_ON_SURFACE

	RCS

	238



	Canopy conductance - temperature component

	RCT_ON_SURFACE

	RCT

	239



	Canopy conductance - humidity component

	RCQ_ON_SURFACE

	RCQ

	240



	Canopy conductance - soil component

	RCSOL_ON_SURFACE

	RCSOL

	241



	Potential evaporation

	PEVPR_ON_SURFACE

	PEVPR

	242



	Heat diffusivity on sigma surface

	VEDH_ON_SIGMA_LVLS

	VEDH

	243



	Accumulated large scale snow

	Not currently available for grib2

	NA

	244



	Surface wind gust

	GUST_ON_SURFACE

	GUST

	245



	LCL level pressure

	PLPL_ON_SPEC_PRES_ABOVE_GRND

	PLPL

	246



	Lowest wet bulb zero height

	HGT_ON_LWST_LVL_OF_WET_BULB_ZERO

	HGT

	247



	Convective precipitation rate

	CPRAT_ON_SURFACE

	CPRAT

	249



	Radar reflectivity on model surface

	REFD_ON_HYBRID_LVL

	REFD

	250



	Radar reflectivity on pressure surface

	REFD_ON_ISOBARIC_SFC

	REFD

	251



	Composite radar reflectivity

	REFC_ON_ENTIRE_ATMOS

	REFC

	252



	Radar reflectivity at certain above ground heights

	REFD_ON_SPEC_HGT_LVL_ABOVE_GRND

	REFD

	253



	Leaf area index

	LAI_ON_SURFACE

	LAI

	254



	Graupel on sigma surface

	GRLE_ON_SIGMA_LVLS

	GRLE

	255



	Accumulated land surface model precipitation

	ACM_LSPA_ON_SURFACE

	LSPA

	256



	In-flight icing

	TIPD_ON_ISOBARIC_SFC

	TIPD

	257



	Clear air turbulence

	TPFI_ON_ISOBARIC_SFC

	TPFI

	258



	Wind shear between shelter level and 2000 FT

	VWSH_ON_SPEC_HGT_LVL_ABOVE_GRND

	VWSH

	259



	Ceiling

	HGT_ON_CLOUD_CEILING

	HGT

	260



	Flight restriction

	VIS_ON_CLOUD_BASE

	VIS

	261



	Instantaneous clear sky incoming surface shortwave

	INST_CSDSF_ON_SURFACE

	CSDSF

	262



	Pressure level riming factor for Ferrier scheme

	RIME_ON_ISOBARIC_SFC

	RIME

	263



	Model level vertical velocity

	DZDT_ON_HYBRID_LVL

	DZDT

	264



	Brightness temperature

	SBT122_ON_TOP_OF_ATMOS_FROM_LWRAD

	SBT122

	265



	Average albedo

	AVE_ALBDO_ON_SURFACE

	ALBDO

	266



	Ozone on model surface

	O3MR_ON_HYBRID_LVL

	O3MR

	267



	Ozone on pressure surface

	O3MR_ON_ISOBARIC_SFC

	O3MR

	268



	Surface zonal momentum flux

	AVE_UFLX_ON_SURFACE

	UFLX

	269



	Surface meridional momentum flux

	AVE_VFLX_ON_SURFACE

	VFLX

	270



	Average precipitation rate

	AVE_PRATE_ON_SURFACE

	PRATE

	271



	Average convective precipitation rate

	AVE_CPRAT_ON_SURFACE

	CPRAT

	272



	Sigma pressure thickness on model surface

	PRES_ON_HYBRID_LVL_LLM

	PRES

	273



	Instantaneous outgoing longwave at top of atmosphere

	INST_ULWRF_ON_TOP_OF_ATMOS

	ULWRF

	274



	Total spectrum brightness temperature

	BRTMP_ON_TOP_OF_ATMOS

	BRTMP

	275



	Composite rain radar reflectivity

	REFZR_ON_ENTIRE_ATMOS

	REFZR

	276



	Composite ice radar reflectivity

	REFZI_ON_ENTIRE_ATMOS

	REFZI

	277



	Composite radar reflectivity from convection

	REFZC_ON_ENTIRE_ATMOS

	REFZC

	278



	Rain radar reflecting angle

	REFZR_ON_SPEC_HGT_LVL_ABOVE_GRND

	REFZR

	279



	Ice radar reflecting angle

	REFZI_ON_SPEC_HGT_LVL_ABOVE_GRND

	REFZI

	280



	Convection radar reflecting angle

	REFZC_ON_SPEC_HGT_LVL_ABOVE_GRND

	REFZC

	281



	Model top pressure

	PRES_ON_TOP_OF_ATMOS

	PRES

	282



	Pressure thickness on model surface

	PRES_ON_HYBRID_LVL_1L

	PRES

	283



	Model level vertical velocity

	DZDT_ON_ISOBARIC_SFC

	DZDT

	284



	Column integrated super cool liquid water

	TCLSW_ON_ENTIRE_ATMOS

	TCLSW

	285



	Column integrated melting ice

	TCOLM_ON_ENTIRE_ATMOS

	TCOLM

	286



	Height of lowest level super cool liquid water

	HGT_ON_LWST_BOT_LVL_OF_SUPERCOOLED_LIQ_WATER_LYR

	HGT

	287



	Height of highest level super cool liquid water

	HGT_ON_HGHST_TOP_LVL_OF_SUPERCOOLED_LIQ_WATER_LYR

	HGT

	288



	Richardson number planetary boundary layer height

	HGT_ON_PLANETARY_BOUND_LYR

	HGT

	289



	Total column shortwave temperature tendency

	SWHR_ON_ENTIRE_ATMOS

	SWHR

	290



	Total column longwave temperature tendency

	LWHR_ON_ENTIRE_ATMOS

	LWHR

	291



	Total column gridded temperature tendency

	AVE_LRGHR_ON_ENTIRE_ATMOS

	LRGHR

	292



	Total column convective temperature tendency

	AVE_CNVHR_ON_ENTIRE_ATMOS

	CNVHR

	293



	Radiative flux temperature tendency on pressure level

	TTRAD_ON_ISOBARIC_SFC

	TTRAD

	294



	Column integrated moisture convergence

	MCONV_ON_ENTIRE_ATMOS

	MCONV

	295



	Temperature on sigma levels

	TMP_ON_SIGMA_LVL_HPC

	TMP

	296



	Time averaged clear sky incoming UV-B shortwave

	AVE_CDUVB_ON_SURFACE

	CDUVB

	297



	Time averaged incoming UV-B shortwave

	AVE_DUVB_ON_SURFACE

	DUVB

	298



	Total column ozone

	TOZNE_ON_ENTIRE_ATMOS_SINGLE_LYR

	TOZNE

	299



	Average low cloud fraction

	AVE_TCDC_ON_LOW_CLOUD_LYR

	TCDC

	300



	Average mid cloud fraction

	AVE_TCDC_ON_MID_CLOUD_LYR

	TCDC

	301



	Average high cloud fraction

	AVE_TCDC_ON_HIGH_CLOUD_LYR

	TCDC

	302



	Average low cloud bottom pressure

	AVE_PRES_ON_LOW_CLOUD_BOT_LVL

	PRES

	303



	Average low cloud top pressure

	AVE_PRES_ON_LOW_CLOUD_TOP_LVL

	PRES

	304



	Average low cloud top temperature

	AVE_TMP_ON_LOW_CLOUD_TOP_LVL

	TMP

	305



	Average mid cloud bottom pressure

	AVE_PRES_ON_MID_CLOUD_BOT_LVL

	PRES

	306



	Average mid cloud top pressure

	AVE_PRES_ON_MID_CLOUD_TOP_LVL

	PRES

	307



	Average mid cloud top temperature

	AVE_TMP_ON_MID_CLOUD_TOP_LVL

	TMP

	308



	Average high cloud bottom pressure

	AVE_PRES_ON_HIGH_CLOUD_BOT_LVL

	PRES

	309



	Average high cloud top pressure

	AVE_PRES_ON_HIGH_CLOUD_TOP_LVL

	PRES

	310



	Average high cloud top temperature

	AVE_TMP_ON_HIGH_CLOUD_TOP_LVL

	TMP

	311



	Total column relative humidity

	RH_ON_ENTIRE_ATMOS_SINGLE_LYR

	RH

	312



	Cloud work function

	AVE_CWORK_ON_ENTIRE_ATMOS_SINGLE_LYR

	CWORK

	313



	Temperature at maximum wind level

	TMP_ON_MAX_WIND

	TMP

	314



	Time averaged zonal gravity wave stress

	AVE_U-GWD_ON_SURFACE

	U-GWD

	315



	Time averaged meridional gravity wave stress

	AVE_V-GWD_ON_SURFACE

	V-GWD

	316



	Average precipitation type

	AVE_CRAIN_ON_SURFACE

	CRAIN

	317



	Relative humidity on sigma layer (0.44-1.0 mean)

	RH_ON_SIGMA_LVL_0.44-1.0

	RH

	318



	Relative humidity on sigma layer (0.72-0.94 mean)

	RH_ON_SIGMA_LVL_0.72-0.94

	RH

	319



	Relative humidity on sigma layer (0.44-0.72 mean)

	RH_ON_SIGMA_LVL_0.44-0.72

	RH

	320



	Temperature on sigma level 0.9950

	TMP_ON_SIGMA_LVL_0.9950

	TMP

	321



	Potential temperature on sigma level 0.9950

	POT_ON_SIGMA_LVL_0.9950

	POT

	322



	Relative humidity on sigma level 0.9950

	RH_ON_SIGMA_LVL_0.9950

	RH

	323



	U-wind at sigma level 0.9950

	UGRD_ON_SIGMA_LVL_0.9950

	UGRD

	324



	V-wind at sigma level 0.9950

	VGRD_ON_SIGMA_LVL_0.9950

	VGRD

	325



	Omega at sigma level 0.9950

	VVEL_ON_SIGMA_LVL_0.9950

	VVEL

	326



	Simulated GOES 12 channel 2 brightness temperature

	SBT122_ON_TOP_OF_ATMOS

	SBT122

	327



	Simulated GOES 12 channel 3 brightness temperature

	SBT123_ON_TOP_OF_ATMOS

	SBT123

	328



	Simulated GOES 12 channel 4 brightness temperature

	SBT124_ON_TOP_OF_ATMOS

	SBT124

	329



	Simulated GOES 12 channel 5 brightness temperature

	SBT126_ON_TOP_OF_ATMOS

	SBT126

	330



	Cloud fraction on pressure surface

	TCDC_ON_ISOBARIC_SFC

	TCDC

	331



	U-wind on theta surface

	UGRD_ON_ISENTROPIC_LVL

	UGRD

	332



	V-wind on theta surface

	VGRD_ON_ISENTROPIC_LVL

	VGRD

	333



	Temperature on theta surface

	TMP_ON_ISENTROPIC_LVL

	TMP

	334



	Potential vorticity on theta surface

	PVORT_ON_ISENTROPIC_LVL

	PVORT

	335



	U wind on constant PV surface

	UGRD_ON_POT_VORT_SFC

	UGRD

	336



	V wind on constant PV surface

	VGRD_ON_POT_VORT_SFC

	VGRD

	337



	Temperature on constant PV surface

	TMP_ON_POT_VORT_SFC

	TMP

	338



	Height on constant PV surface

	HGT_ON_POT_VORT_SFC

	HGT

	339



	Pressure on constant PV surface

	PRES_ON_POT_VORT_SFC

	PRES

	340



	Wind shear on constant PV surface

	VWSH_ON_POT_VORT_SFC

	VWSH

	341



	Planetary boundary layer cloud fraction

	AVE_TCDC_ON_BOUND_LYR_CLOUD_LYR

	TCDC

	342



	Average water runoff

	ACM_WATR_ON_SURFACE

	WATR

	343



	Planetary boundary layer regime

	PBLREG_ON_SURFACE

	PBLREG

	344



	Maximum 2m temperature

	MAX_TMAX_ON_SPEC_HGT_LVL_ABOVE_GRND_2m

	TMAX

	345



	Minimum 2m temperature

	MIN_TMIN_ON_SPEC_HGT_LVL_ABOVE_GRND_2m

	TMIN

	346



	Maximum 2m RH

	MAX_MAXRH_ON_SPEC_HGT_LVL_ABOVE_GRND_2m

	MAXRH

	347



	Minimum 2m RH

	MIN_MINRH_ON_SPEC_HGT_LVL_ABOVE_GRND_2m

	MINRH

	348



	Ice thickness

	ICETK_ON_SURFACE

	ICETK

	349



	Highest freezing level relative humidity

	RH_ON_HGHST_TROP_FRZ_LVL

	RH

	350



	Lapse rate on theta surface

	LAPR_ON_ISENTROPIC_LVL

	LAPR

	351



	Relative humidity on theta surface

	RH_ON_ISENTROPIC_LVL

	RH

	352



	Montgomery streamfunction on theta surface

	MNTSF_ON_ISENTROPIC_LVL

	MNTSF

	353



	Shortwave temperature tendency on pressure surface

	SWHR_ON_ISOBARIC_SFC

	SWHR

	354



	Longwave temperature tendency on pressure surface

	LWHR_ON_ISOBARIC_SFC

	LWHR

	355



	Vertical diffusion temperature tendency on pressure surface

	VDFHR_ON_ISOBARIC_SFC

	VDFHR

	356



	Deep convective temperature tendency on pressure surface

	CNVHR_ON_ISOBARIC_SFC

	CNVHR

	357



	Shallow convective temperature tendency on pressure surface

	SHAHR_ON_ISOBARIC_SFC

	SHAHR

	358



	Grid scale temperature tendency on pressure surface

	LRGHR_ON_ISOBARIC_SFC

	LRGHR

	359



	Vertical diffusion moistening rate on pressure surface

	VDFMR_ON_ISOBARIC_SFC

	VDFMR

	360



	Deep convective moistening rate on pressure surface

	CNVMR_ON_ISOBARIC_SFC

	CNVMR

	361



	Shallow convective moistening rate on pressure surface

	SHAMR_ON_ISOBARIC_SFC

	SHAMR

	362



	Grid scale moistening rate on pressure surface

	LRGMR_ON_ISOBARIC_SFC

	LRGMR

	363



	Ozone vertical diffusion on pressure surface

	VDFOZ_ON_ISOBARIC_SFC

	VDFOZ

	364



	Ozone production on pressure surface

	POZ_ON_ISOBARIC_SFC

	POZ

	365



	Ozone tendency on pressure surface

	TOZ_ON_ISOBARIC_SFC

	TOZ

	366



	Mass weighted potential vorticity on pressure surface

	PVMW_ON_ISOBARIC_SFC

	PVMW

	367



	Snow temperature on pressure surface

	SNOT_ON_ISOBARIC_SFC

	SNOT

	368



	Vertical diffusion zonal acceleration on pressure surface

	VDFUA_ON_ISOBARIC_SFC

	VDFUA

	369



	Gravity wave drag zonal acceleration on pressure surface

	GWDU_ON_ISOBARIC_SFC

	GWDU

	370



	Convective zonal momentum mixing acceleration on pressure surface

	CNVU_ON_ISOBARIC_SFC

	CNVU

	371



	Vertical diffusion meridional acceleration on pressure surface

	VDFVA_ON_ISOBARIC_SFC

	VDFVA

	372



	Gravity wave drag meridional acceleration on pressure surface

	GWDV_ON_ISOBARIC_SFC

	GWDV

	373



	Convective meridional momentum mixing acceleration on pressure surface

	CNVV_ON_ISOBARIC_SFC

	CNVV

	374



	Non-Convective Cloud Cover % on pressure surface

	CDLYR_ON_ISOBARIC_SFC

	CDLYR

	375



	Simulated GOES 12 channel 3 brightness count

	SBC123_ON_TOP_OF_ATMOS

	SBC123

	376



	Simulated GOES 12 channel 4 brightness count

	SBC124_ON_TOP_OF_ATMOS

	SBC124

	377



	Omega on theta surface

	VVEL_ON_ISENTROPIC_LVL

	VVEL

	378



	Temperature tendency by all physics on pressure surface

	TTDIA_ON_ISOBARIC_SFC

	TTDIA

	379



	Vertical eddy diffusivity heat exchange on model surface

	VEDH_ON_HYBRID_LVL

	VEDH

	380



	Mixing height

	MIXHT_ON_SURFACE

	MIXHT

	381



	Average clear-sky incoming longwave at surface

	AVE_CSDLF_ON_SURFACE

	CSDLF

	382



	Average clear-sky incoming shortwave at surface

	AVE_CSDSF_ON_SURFACE

	CSDSF

	383



	Average clear-sky outgoing longwave at surface

	AVE_CSULF_ON_SURFACE

	CSULF

	384



	Average clear-sky outgoing longwave at top of atmosphere

	AVE_CSULF_ON_TOP_OF_ATMOS

	CSULF

	385



	Average clear-sky outgoing shortwave at surface

	AVE_CSUSF_ON_SURFACE

	CSUSF

	386



	Average clear-sky outgoing shortwave at top of atmosphere

	AVE_CSUSF_ON_TOP_OF_ATMOS

	CSUSF

	387



	Average incoming shortwave at top of atmosphere

	AVE_DSWRF_ON_TOP_OF_ATMOS

	DSWRF

	388



	Transport wind u-component

	UGRD_ON_PLANETARY_BOUND_LYR

	UGRD

	389



	Transport wind v-component

	VGRD_ON_PLANETARY_BOUND_LYR

	VGRD

	390



	Convective updraft mass flux on pressure surface

	CNVUMF_ON_ISOBARIC_SFC

	CNVUMF

	391



	Convective downdraft mass flux on pressure surface

	CNVDMF_ON_ISOBARIC_SFC

	CNVDMF

	392



	Convective detrainment mass flux	on pressure surface

	CNVEMF_ON_ISOBARIC_SFC

	CNVEMF

	393



	Convective gravity drag zonal acceleration on pressure surface

	CNVWDU_ON_ISOBARIC_SFC

	CNVWDU

	394



	Convective gravity drag meridional acceleration on pressure surface

	CNVWDV_ON_ISOBARIC_SFC

	CNVWDV

	395



	Sunshine duration

	SUNSD_ON_SURFACE

	SUNSD

	396



	Field capacity

	FLDCP_ON_SURFACE

	FLDCP

	397



	ICAO height at maximum wind level

	ICAHT_ON_MAX_WIND

	ICAHT

	398



	ICAO height at tropopause

	ICAHT_ON_TROPOPAUSE

	ICAHT

	399



	Radar echo top

	RETOP_ON_ENTIRE_ATMOS_SINGLE_LYR

	RETOP

	400



	Time averaged surface Visible beam downward solar flux

	AVE_VBDSF_ON_SURFACE

	VBDSF

	401



	Time averaged surface Visible diffuse downward solar flux

	AVE_VDDSF_ON_SURFACE

	VDDSF

	402



	Time averaged surface Near IR beam downward solar flux

	AVE_NBDSF_ON_SURFACE

	NBDSF

	403



	Time averaged surface Near IR diffuse downward solar flux

	AVE_NDDSF_ON_SURFACE

	NDDSF

	404



	Average snowfall rate

	AVE_SRWEQ_ON_SURFACE

	SRWEQ

	405



	GSD Cloud top pressure

	GSD_PRES_ON_CLOUD_TOP

	PRES

	406



	GSD Instant precipitation type on surface

	GSD_INST_CRAIN_ON_SURFACE

	CRAIN

	407



	GSD cloud ceiling height

	GSD_HGT_ON_CLOUD_CEILING

	HGT

	408



	GSD cloud top height

	GSD_HGT_ON_CLOUD_TOP

	HGT

	409



	GSD visibility

	GSD_VIS_ON_SURFACE

	VIS

	410



	Wind energy potential

	WMIXE_ON_SPEC_HGT_LVL_ABOVE_GRND

	WMIXE

	411



	U wind at 80 m above ground

	UGRD_ON_SPEC_HGT_LVL_ABOVE_GRND

	UGRD

	412



	V wind at 80 m above ground

	VGRD_ON_SPEC_HGT_LVL_ABOVE_GRND

	VGRD

	413



	2 M mixing ratio

	Not currently available for grib2

	NA

	414



	Graupel on model surface

	GRLE_ON_HYBRID_LVL

	GRLE

	415



	Graupel on pressure surface

	GRLE_ON_ISOBARIC_SFC

	GRLE

	416



	Continuous accumulated total precipitation

	CACM_APCP_ON_SURFACE

	APCP

	417



	Continuous accumulated convective precipitation

	CACM_ACPCP_ON_SURFACE

	ACPCP

	418



	Continuous accumulated grid-scale precipitation

	CACM_NCPCP_ON_SURFACE

	NCPCP

	419



	Maximum updraft helicity

	MAX_UPHL_ON_SPEC_HGT_LVL_ABOVE_GRND_2-5km

	MXUPHL

	420



	Maximum 1km reflectivity

	MAX_REF_ON_SPEC_HGT_LVL_ABOVE_GRND_1km

	MAXREF

	421



	Maximum wind speed at 10m

	MAX_WIND_ON_SPEC_HGT_LVL_ABOVE_GRND_10m

	WIND

	422



	Maximum updraft vertical velocity

	MAX_MAXUVV_ON_ISOBARIC_SFC_100-1000hpa

	MAXUVV

	423



	Maximum downdraft vertical velocity

	MAX_MAXDVV_ON_ISOBARIC_SFC_100-1000hpa

	MAXDVV

	424



	Mean vertical velocity

	AVE_DZDT_ON_SIGMA_LVL_0.5-0.8

	DZDT

	425



	Radar echo top in KDT

	HGT_ON_SPEC_HGT_LVL_ABOVE_GRND

	HGT

	426



	Updraft helicity

	UPHL_ON_SPEC_HGT_LVL_ABOVE_GRND_2-5km

	MXUPHL

	427



	Total column integrated graupel

	TCOLG_ON_ENTIRE_ATMOS

	TCOLG

	428



	Column integrated maximum graupel

	MAXVIG_ON_ENTIRE_ATMOS_SINGLE_LYR

	TCOLG

	429



	U-component of 0-1km level wind shear

	VUCSH_ON_SPEC_HGT_LVL_ABOVE_GRND_0-1km

	VUCSH

	430



	V-component of 0-1km level wind shear

	VVCSH_ON_SPEC_HGT_LVL_ABOVE_GRND_0-1km

	VVCSH

	431



	U-component of 0-6km level wind shear

	VUCSH_ON_SPEC_HGT_LVL_ABOVE_GRND_0-6km

	VUCSH

	432



	V-component of 0-6km level wind shear

	VVCSH_ON_SPEC_HGT_LVL_ABOVE_GRND_0-6km

	VVCSH

	433



	Total precipitation accumulated over user-specified bucket

	BUCKET_APCP_ON_SURFACE

	APCP

	434



	Convective precipitation accumulated over user-specified bucket

	BUCKET_ACPCP_ON_SURFACE

	ACPCP

	435



	Grid-scale precipitation accumulated over user-specified bucket

	BUCKET_NCPCP_ON_SURFACE

	NCPCP

	436



	Snow accumulated over user-specified bucket

	BUCKET_WEASD_ON_SURFACE

	WEASD

	437



	Dust 1 on pressure surface

	DUST1_ON_ISOBARIC_LVL

	MASSMR

	438



	Dust 2 on pressure surface

	DUST2_ON_ISOBARIC_LVL

	MASSMR

	439



	Dust 3 on pressure surface

	DUST3_ON_ISOBARIC_LVL

	MASSMR

	440



	Dust 4 on pressure surface

	DUST4_ON_ISOBARIC_LVL

	MASSMR

	441



	Dust 5 on pressure surface

	DUST5_ON_ISOBARIC_LVL

	MASSMR

	442



	Equilibrium level height

	HGT_ON_EQUIL_LVL

	HGT

	443



	Lightning

	LTNG_ON_SURFACE

	LTNG

	444



	MAPS Sea Level Pressure

	MAPS_PRMSL_ON_MEAN_SEA_LVL

	PRMSL

	445



	GOES west channel 2 brightness temperature

	SBT112_ON_TOP_OF_ATMOS

	SBT112

	446



	GOES west channel 3 brightness temperature

	SBT113_ON_TOP_OF_ATMOS

	SBT113

	447



	GOES west channel 4 brightness temperature

	SBT114_ON_TOP_OF_ATMOS

	SBT114

	448



	GOES west channel 5 brightness temperature

	SBT115_ON_TOP_OF_ATMOS

	SBT115

	449



	In flight icing from NCAR algorithm

	ICIP_ON_ISOBARIC_SFC

	ICIP

	450



	Specific humidity at flight levels

	SPFH_ON_SPEC_ALT_ABOVE_MEAN_SEA_LVL

	SPFH

	451



	Virtual temperature based convective available potential energy (CAPE)

	VTCAPE_ON_SURFACE

	CAPE

	452



	Virtual temperature based convective inhibition (CIN)

	VTCIN_ON_SURFACE

	CIN

	453



	Ventilation rate

	VRATE_ON_PLANETARY_BOUND_LYR

	VRATE

	454



	Haines index

	HINDEX_ON_SURFACE

	HINDEX

	455



	Simulated GOES 12 channel 2 brightness temperature with satellite angle correction

	NON_NADIR_SBT122_ON_TOP_OF_ATMOS

	SBT122

	456



	Simulated GOES 12 channel 3 brightness temperature with satellite angle correction

	NON_NADIR_SBT123_ON_TOP_OF_ATMOS

	SBT123

	457



	Simulated GOES 12 channel 4 brightness temperature with satellite angle correction

	NON_NADIR_SBT124_ON_TOP_OF_ATMOS

	SBT124

	458



	Simulated GOES 12 channel 5 brightness temperature with satellite angle correction

	NON_NADIR_SBT126_ON_TOP_OF_ATMOS

	SBT126

	459



	Simulated GOES 11 channel 2 brightness temperature with satellite angle correction

	SBT112_ON_TOP_OF_ATMOS

	SBT112

	460



	Simulated GOES 11 channel 3 brightness temperature with satellite angle correction

	SBT113_ON_TOP_OF_ATMOS

	SBT113

	461



	Simulated GOES 11 channel 4 brightness temperature with satellite angle correction

	SBT114_ON_TOP_OF_ATMOS

	SBT114

	462



	Simulated GOES 11 channel 5 brightness temperature with satellite angle correction

	SBT115_ON_TOP_OF_ATMOS

	SBT115

	463



	GTG eddy dissipation parameter (EDR) on pressure surface

	EDPARM_ON_ISOBARIC_SFC

	EDPARM

	464



	GTG clean air turbulence (CAT) on pressure surface

	CAT_ON_ISOBARIC_SFC

	CATEDR

	465



	GTG mountain wave turbulence (MWT) on pressure surface

	MWTURB_ON_ISOBARIC_SFC

	MWTURB

	466



	GTG eddy dissipation parameter (EDR) at specific altitude above mean sea level

	EDPARM_GTG_ON_SPEC_ALT_ABOVE_MEAN_SEA_LVL

	EDPARM

	467



	GTG clean air turbulence (CAT) at specific altitude above mean sea level

	CAT_GTG_ON_SPEC_ALT_ABOVE_MEAN_SEA_LVL

	CATEDR

	468



	GTG mountain wave turbulence (MWT) at specific altitude above mean sea level

	MWTURB_GTG_ON_SPEC_ALT_ABOVE_MEAN_SEA_LVL

	MWTURB

	469



	GTG eddy dissipation parameter (EDR) on model surface

	EDPARM_ON_HYBRID_LVL

	EDPARM

	470



	GTG clean air turbulence (CAT) on model surface

	CAT_ON_HYBRID_LVL

	CATEDR

	471



	GTG mountain wave turbulence (MWT) on model surface

	MWTURB_ON_HYBRID_LVL

	MWTURB

	472



	Horizontal extent of cumulonimbus (CB) %

	CBHE_ON_ENTIRE_ATMOS

	CBHE

	473



	Standard atmosphere reference height of base of cumulonimbus

	ICAHT_ON_CB_BASE

	ICAHT

	474



	Standard atmosphere reference height of top of cumulonimbus

	ICAHT_ON_CB_TOP

	ICAHT

	475



	G2G Convectively-induced turbulence (CIT) eddy dissipation rate (EDR) at specific altitude above mean sea level (for regional model)

	CIT_GTG_ON_SPEC_ALT_ABOVE_MEAN_SEA_LVL

	CITEDR

	477



	GFIP in-flight icing severity on pressure surface

	ICESEV_ON_ISOBARIC_SFC

	ICESEV

	480



	Pressure at flight levels

	PRES_ON_SPEC_ALT_ABOVE_MEAN_SEA_LVL

	PRES

	482



	Simulated AMSR-E channel 9 brightness temperature

	AMSRE9_ON_TOP_OF_ATMOS

	AMSRE9

	483



	Simulated AMSR-E channel 10 brightness temperature

	AMSRE10_ON_TOP_OF_ATMOS

	AMSRE10

	484



	Simulated AMSR-E channel 11 brightness temperature

	AMSRE11_ON_TOP_OF_ATMOS

	AMSRE11

	485



	Simulated AMSR-E channel 12 brightness temperature

	AMSRE12_ON_TOP_OF_ATMOS

	AMSRE12

	486



	GSD experimental ceiling diagnostic

	GSD_EXP_CEILING

	CEIL

	487



	Simulated Brightness Temperature for TMI TRMM channel 6 on top of atmosphere

	TMITB6_ON_TOP_OF_ATMOS

	AMSRE9

	488



	Simulated Brightness Temperature for TMI TRMM channel 7 on top of atmosphere

	TMITB7_ON_TOP_OF_ATMOS

	AMSRE10

	489



	Simulated Brightness Temperature for TMI TRMM channel 8 on top of atmosphere

	TMITB8_ON_TOP_OF_ATMOS

	AMSRE11

	490



	Simulated Brightness Temperature for TMI TRMM channel 9 on top of atmosphere

	TMITB9_ON_TOP_OF_ATMOS

	AMSRE12

	491



	Simulated Brightness Temperature for SSMI TB channel 4 on top of atmosphere

	SSMITB4_ON_TOP_OF_ATMOS

	AMSRE9

	492



	Simulated Brightness Temperature for SSMI TB channel 5 on top of atmosphere

	SSMITB5_ON_TOP_OF_ATMOS

	AMSRE10

	493



	Simulated Brightness Temperature for SSMI TB channel 6 on top of atmosphere

	SSMITB6_ON_TOP_OF_ATMOS

	AMSRE11

	494



	Simulated Brightness Temperature for SSMI TB channel 7 on top of atmosphere

	SSMITB7_ON_TOP_OF_ATMOS

	AMSRE12

	495



	Simulated Brightness Temperature for SSMIS TB channel 15 on top of atmosphere

	SSMISTB15_ON_TOP_OF_ATMOS

	AMSRE9

	496



	Simulated Brightness Temperature for SSMIS TB channel 16 on top of atmosphere

	SSMISTB16_ON_TOP_OF_ATMOS

	AMSRE10

	497



	Simulated Brightness Temperature for SSMIS TB channel 17 on top of atmosphere

	SSMISTB17_ON_TOP_OF_ATMOS

	AMSRE11

	498



	Simulated Brightness Temperature for SSMIS TB channel 18 on top of atmosphere

	SSMISTB18_ON_TOP_OF_ATMOS

	AMSRE12

	499



	Time-averaged percentage snow cover

	AVE_SNOWC_ON_SURFACE

	SNOWC

	500



	Time-averaged surface pressure

	AVE_PRES_ON_SURFACE

	PRES

	501



	Time-averaged 10m temperature

	AVE_TMP_ON_SPEC_HGT_LVL_ABOVE_GRND_10m

	TMP

	502



	Time-averaged mass exchange coefficient

	AVE_AKHS_ON_SURFACE

	AKHS

	503



	Time-averaged wind exchange coefficient

	AVE_AKMS_ON_SURFACE

	AKMS

	504



	Temperature at 10m

	TMP_ON_SPEC_HGT_LVL_ABOVE_GRND_10m

	TMP

	505



	Maximum U-component wind at 10m

	MAX_MAXUW_ON_SPEC_HGT_LVL_ABOVE_GRND_10m

	MAXUW

	506



	Maximum V-component wind at 10m

	MAX_MAXVW_ON_SPEC_HGT_LVL_ABOVE_GRND_10m

	MAXVW

	507



	Maximum instantaneous precipitation rate on surface

	MAX_PRATE_ON_SURFACE

	PRATE

	508



	Maximum specific humidity at 2m

	MAX_QMAX_ON_SPEC_HGT_LVL_ABOVE_GRND_2m

	QMAX

	510



	Minimum specific humidity at 2m

	MIN_QMIN_ON_SPEC_HGT_LVL_ABOVE_GRND_2m

	QMIN

	511



	Aerodynamic conductance on surface

	ACOND_ON_SURFACE

	ACOND

	512



	Canopy water evaporation on surface

	AVE_EVCW_ON_SURFACE

	EVCW

	513



	Direct evaporation from bare soil on surface

	AVE_EVBS_ON_SURFACE

	EVBS

	514



	Transpiration on surface

	AVE_TRANS_ON_SURFACE

	TRANS

	515



	Sublimation on surface

	AVE_SBSNO_ON_SURFACE

	SBSNO

	516



	Potential evaporation rate on surface

	AVE_PEVPR_ON_SURFACE

	PEVPR

	517



	Bucket total precipitation on surface

	BUCKET1_APCP_ON_SURFACE

	APCP

	526



	Bucket convective precipitation on surface

	BUCKET1_ACPCP_ON_SURFACE

	ACPCP

	527



	Bucket large scale precipitation on surface

	BUCKET1_NCPCP_ON_SURFACE

	NCPCP

	528



	Bucket water equivalent accumulated snow depth on surface

	BUCKET1_WEASD_ON_SURFACE

	WEASD

	529



	Bucket graupel precipitation on surface

	BUCKET1_GRAUPEL_ON_SURFACE

	FROZR

	530



	Simulated Brightness Temperature for ABI GOES-18 Band-7

	SBTA187_ON_TOP_OF_ATMOS

	SBTA187

	531



	Simulated Brightness Temperature for ABI GOES-18 Band-8

	SBTA188_ON_TOP_OF_ATMOS

	SBTA188

	532



	Simulated Brightness Temperature for ABI GOES-18 Band-9

	SBTA189_ON_TOP_OF_ATMOS

	SBTA189

	533



	Simulated Brightness Temperature for ABI GOES-18 Band-10

	SBTA1810_ON_TOP_OF_ATMOS

	SBTA1810

	534



	Simulated Brightness Temperature for ABI GOES-18 Band-11

	SBTA1811_ON_TOP_OF_ATMOS

	SBTA1811

	535



	Simulated Brightness Temperature for ABI GOES-18 Band-12

	SBTA1812_ON_TOP_OF_ATMOS

	SBTA1812

	536



	Simulated Brightness Temperature for ABI GOES-18 Band-13

	SBTA1813_ON_TOP_OF_ATMOS

	SBTA1813

	537



	Simulated Brightness Temperature for ABI GOES-18 Band-14

	SBTA1814_ON_TOP_OF_ATMOS

	SBTA1814

	538



	Simulated Brightness Temperature for ABI GOES-18 Band-15

	SBTA1815_ON_TOP_OF_ATMOS

	SBTA1815

	539



	Simulated Brightness Temperature for ABI GOES-18 Band-16

	SBTA1816_ON_TOP_OF_ATMOS

	SBTA1816

	540



	GSD shelter level potential temperature

	GSD_POT_ON_SPEC_HGT_LVL_ABOVE_GRND_2m

	POT

	546



	GSD shelter level dewpoint depression

	GSD_DEPR_ON_SPEC_HGT_LVL_ABOVE_GRND_2m

	DEPR

	547



	GSD shelter level surface equivalent potential temperature

	GSD_EPOT_ON_SURFACE

	EPOT

	548



	Foundation sea surface temperature on surface

	FDNSSTMP_ON_SURFACE

	FDNSSTMP

	549



	Categorical snow on surface

	CSNOW_ON_SURFACE

	CSNOW

	551



	Categorical ice pellets on surface

	CICEP_ON_SURFACE

	CICEP

	552



	Categorical freezing rain on surface

	CFRZR_ON_SURFACE

	CFRZR

	553



	Average categorical snow on surface

	AVE_CSNOW_ON_SURFACE

	CSNOW

	555



	Average categorical ice pellets on surface

	AVE_CICEP_ON_SURFACE

	CICEP

	556



	Average categorical freezing rain on surface

	AVE_CFRZR_ON_SURFACE

	CFRZR

	557



	GSD_Categorical snow on surface

	GSD_CSNOW_ON_SURFACE

	CSNOW

	559



	GSD_Categorical ice pellets on surface

	GSD_CICEP_ON_SURFACE

	CICEP

	560



	GSD_Categorical freezing rain on surface

	GSD_CFRZR_ON_SURFACE

	CFRZR

	561



	GSD_average Categorical snow on surface

	GSD_AVE_CSNOW_ON_SURFACE

	CSNOW

	563



	GSD_average Categorical ice pellets on surface

	GSD_AVE_CICEP_ON_SURFACE

	CICEP

	564



	GSD_average Categorical freezing rain on surface

	GSD_AVE_CFRZR_ON_SURFACE

	CFRZR

	565



	Best boundary layer CAPE

	BEST_CAPE_ON_SPEC_PRES_ABOVE_GRND

	CAPE

	566



	Best boundary layer CIN

	BEST_CIN_ON_SPEC_PRES_ABOVE_GRND

	CIN

	567



	GFS sea level pressure

	GFS_PRES_ON_MEAN_SEA_LVL

	PRES

	568



	GFS average convective cloud fraction

	GFS_AVE_TCDC_ON_CONVECTIVE_CLOUD_LYR

	TCDC

	569



	GFS convective cloud fraction

	GFS_TCDC_ON_CONVECTIVE_CLOUD_LYR

	TCDC

	570



	GFS Soil temperature at the bottom of soil layers

	GFS_TMP_ON_DEPTH_BEL_LAND_SFC_3m

	TMP

	571



	GFS lifted index on surface

	GFS_LFTX_ON_SURFACE

	LFTX

	572



	GFS lifted index on surface - best

	GFS_4LFTX_ON_SURFACE

	4LFTX

	573



	Soil temperature in between each of soil layers

	GFS_TMP_ON_DEPTH_BEL_LAND_SFC

	TMP

	574



	Column integrated cloud water

	CWAT_ON_ENTIRE_ATMOS_SINGLE_LYR

	CWAT

	575



	Flight-level u-component wind

	UGRD_ON_SPEC_HGT_LVL_ABOVE_GRND_FDHGT

	UGRD

	576



	Flight-level v-component wind

	VGRD_ON_SPEC_HGT_LVL_ABOVE_GRND_FDHGT

	VGRD

	577



	Flight level specific humidity

	SPFH_ON_SPEC_HGT_LVL_ABOVE_GRND_FDHGT

	SPFH

	578



	Flight level pressure

	PRES_ON_SPEC_HGT_LVL_ABOVE_GRND_FDHGT

	PRES

	579



	Flight level icing

	ICI_ON_SPEC_ALT_ABOVE_MEAN_SEA_LVL_FDHGT

	ICI

	580



	Entire Atmosphere Vertically Integrated Liquid (kg/m-2)

	VIL_ON_ENTIRE_ATMOS

	VIL

	581



	Mixed-layer CAPE

	MIXED_LAYER_CAPE_ON_SPEC_PRES_ABOVE_GRND

	CAPE

	582



	Mixed-layer CIN

	MIXED_LAYER_CIN_ON_SPEC_PRES_ABOVE_GRND

	CIN

	583



	Most unstable CAPE

	UNSTABLE_CAPE_ON_SPEC_PRES_ABOVE_GRND

	CAPE

	584



	Most unstable CIN

	UNSTABLE_CIN_ON_SPEC_PRES_ABOVE_GRND

	CIN

	585



	Flight level temperature

	TMP_ON_SPEC_HGT_LVL_ABOVE_GRND_FDHGT

	TMP

	586



	Flight level icing

	ICI_ON_SPEC_HGT_LVL_ABOVE_GRND_FDHGT

	ICI

	587



	Ice growth rate

	ICEG_ON_SPEC_ALT_ABOVE_MEAN_SEA_LVL

	ICEG

	588



	GFS 2D aerosol optical depth at 550 nm

	AER_OPT_GFS_at550

	AOTK

	600



	GFS 2D dust aerosol optical depth at 550 nm

	DUST_AER_OPT_GFS_at550

	AOTK

	601



	GFS 2D seasalt aerosol optical depth at 550 nm

	SEASALT_AER_OPT_GFS_at550

	AOTK

	602



	GFS 2D sulfate aerosol optical depth at 550 nm

	SULFATE_AER_OPT_GFS_at550

	AOTK

	603



	GFS 2D organic carbon aerosol optical depth at 550 nm

	ORGANIC_CARBON_AER_OPT_GFS_at550

	AOTK

	604



	GFS 2D black carbon aerosol optical depth at 550 nm

	BLACK_CARBON_AER_OPT_GFS_at550

	AOTK

	605



	Aerosol extinction coefficient on model surface

	AECOEF_ON_HYBRID_LVL

	AECOEF

	606



	Asymmetry factor on model surface

	ASYSFK_ON_HYBRID_LVL

	ASYSFK

	607



	Single scattering albedo on model surface

	SSALBK_ON_HYBRID_LVL

	SSALBK

	608



	Aerosol optical depth at 550nm

	AER_OPT_DEP_at550

	AOTK

	609



	Dust aerosol optical depth at 550nm

	DUST_AER_OPT_DEP_at550

	AOTK

	610



	Seasalt aerosol optical depth at 550nm

	SEASALT_AER_OPT_DEP_at550

	AOTK

	611



	Sulfate aerosol optical depth at 550nm

	SULFATE_AER_OPT_DEP_at550

	AOTK

	612



	Organic carbon aerosol optical depth at 550nm

	ORGANIC_CARBON_AER_OPT_DEP_at550

	AOTK

	613



	Black carbon aerosol optical depth at 550nm

	BLACK_CARBON_AER_OPT_DEP_at550

	AOTK

	614



	Nitrate aerosol optical depth at 550nm

	NITRATE_AER_OPT_DEP_at550

	AOTK

	615



	Black carbon column integrated mass density

	BC_COL_MASS_DEN

	COLMD

	616



	Organic carbon column integrated mass density

	OC_COL_MASS_DEN

	COLMD

	617



	Sulfate column integrated mass density

	SULF_COL_MASS_DEN

	COLMD

	618



	Aerosol surface particulate matter (PM) 10 mass concentration (ug/m3)

	PM10_SFC_MASS_CON

	PMTC

	619



	Aerosol surface particulate matter (PM) 2.5 mass concentration (ug/m3)

	PM25_SFC_MASS_CON

	PMTF

	620



	Total aerosol particulate matter (PM) 10 column integrated mass density

	PM10_COL_MASS_DEN

	COLMD

	621



	Total aerosol particulate matter (PM) 2.5 column integrated mass density

	PM25_COL_MASS_DEN

	COLMD

	622



	Aerosol optical depth at 340nm

	AER_OPT_DEP_at340

	AOTK

	623



	Aerosol optical depth at 440nm

	AER_OPT_DEP_at440

	AOTK

	624



	Aerosol optical depth at 660nm

	AER_OPT_DEP_at660

	AOTK

	625



	Aerosol optical depth at 860nm

	AER_OPT_DEP_at860

	AOTK

	626



	Aerosol optical depth at 1630nm

	AER_OPT_DEP_at1630

	AOTK

	627



	Aerosol optical depth at 11100nm

	AER_OPT_DEP_at11100

	AOTK

	628



	Dust 1 on model surface

	DUST1_ON_HYBRID_LVL

	PMTF

	629



	Dust 2 on model surface

	DUST2_ON_HYBRID_LVL

	PMTF

	630



	Dust 3 on model surface

	DUST3_ON_HYBRID_LVL

	PMTC

	631



	Dust 4 on model surface

	DUST4_ON_HYBRID_LVL

	PMTC

	632



	Dust 5 on model surface

	DUST5_ON_HYBRID_LVL

	PMTC

	633



	Seasalt 1 on model surface

	SEASALT1_ON_HYBRID_LVL

	PMTF

	634



	Seasalt 2 on model surface

	SEASALT2_ON_HYBRID_LVL

	PMTF

	635



	Seasalt 3 on model surface

	SEASALT3_ON_HYBRID_LVL

	PMTC

	636



	Seasalt 4 on model surface

	SEASALT4_ON_HYBRID_LVL

	PMTC

	637



	Seasalt 5 on model surface

	SEASALT5_ON_HYBRID_LVL

	PMTC

	638



	SO4 on model surface

	SO4_ON_HYBRID_LVL

	PMTF

	639



	Hydrophobic organic carbon on model surface

	OCPHOBIC_ON_HYBRID_LVL

	PMTF

	640



	Hydrophilic organic carbon on model surface

	OCPHILIC_ON_HYBRID_LVL

	PMTF

	641



	Hydrophobic black carbon on model surface

	BCPHOBIC_ON_HYBRID_LVL

	PMTF

	642



	Hydrophilic black carbon on model surface

	BCPHILIC_ON_HYBRID_LVL

	PMTF

	643



	Air density on model surface

	AIR_DENSITY_ON_HYBRID_LVL

	DEN

	644



	Layer thickness on model surface

	LAYER_THICKNESS_ON_HYBRID_LVL

	THICK

	645



	Dust particulate matter (PM) 2.5 column integrated mass density

	DUST_COL_MASS_DEN

	COLMD

	646



	Sea salt particulate matter (PM) 2.5 column integrated mass density

	SEAS_COL_MASS_DEN

	COLMD

	647



	Aerosol single scattering albedo at 340 nm

	SINGLE_SCAT_ALBD_at340

	SSALBK

	648



	Aersol asymmetry factor at 340nm

	AER_ASYM_FACTOR_at340

	ASYSFK

	649



	Total aerosol scattering optical depth at 550nm

	AER_SCAT_OPT_DEP_at550

	SCTAOTK

	650



	Dust aerosol scattering optical depth at 550nm

	DUST_AER_SCAT_OPT_DEP_at550

	SCTAOTK

	651



	Seasalt aerosol scattering optical depth at 550nm

	SEASALT_AER_SCAT_OPT_DEP_at550

	SCTAOTK

	652



	Sulfate aerosol scattering optical depth at 550nm

	SULFATE_AER_SCAT_OPT_DEP_at550

	SCTAOTK

	653



	Organic carbon aerosol scattering optical depth at 550nm

	ORGANIC_CARBON_AER_SCAT_OPT_DEP_at550

	SCTAOTK

	654



	Black carbon aerosol scattering optical depth at 550nm

	BLACK_CARBON_AER_SCAT_OPT_DEP_at550

	SCTAOTK

	655



	Angstrom exponent

	ANGSTROM_EXP_at440_860

	ANGSTEXP

	656



	NO3 column integrated mass density

	NO3_COL_MASS_DEN

	COLMD

	657



	NH4 column integrated mass density

	NH4_COL_MASS_DEN

	COLMD

	658



	Dust emission mass flux

	DUST_EMISSION_FLUX

	AEMFLX

	659



	Dust sedimentation mass flux

	DUST_SEDIMENTATION_FLUX

	SEDMFLX

	660



	Dust dry deposition mass flux

	DUST DRY DEPOSITION

	DDMFLX

	661



	Dust wet deposition mass flux

	DUST WET DEPOSITION

	WLSMFLX

	662



	Seasalt emission mass flux

	SEASALT_EMISSION_FLUX

	AEMFLX

	663



	Seasalt sedimentation mass flux

	SEASALT_SEDIMENTATION_FLUX

	SEDMFLX

	664



	Seasalt dry deposition mass flux

	SEASALT_DRY_DEPOSITION_FLUX

	DDMFLX

	665



	Seasalt wet deposition mass flux

	SEASALT_WET_DEPOSITION_FLUX

	WLSMFLX

	666



	Black carbon emission mass flux

	BLACK_CARBON_EMISSION_FLUX

	AEMFLX

	667



	Black carbon sedimentation mass flux

	BLACK_CARBON_SEDIMENTATION_FLUX

	SEDMFLX

	668



	Black carbon dry deposition mass flux

	BLACK_CARBON_DRY_DEPOSITION_FLUX

	DDMFLX

	669



	Black carbon wet deposition mass flux

	BLACK_CARBON_WET_DEPOSITION_FLUX

	WLSMFLX

	670



	Organic carbon emission mass flux

	ORGANIC_CARBON_EMISSION_FLUX

	AEMFLX

	671



	Organic carbon sedimentation mass flux

	ORGANIC_CARBON_SEDIMENTATION_FLUX

	SEDMFLX

	672



	Organic carbon dry deposition mass flux

	ORGANIC_CARBON_DRY_DEPOSITION_FLUX

	DDMFLX

	673



	Organic carbon wet deposition mass flux

	ORGANIC_CARBON_WET_DEPOSITION_FLUX

	WLSMFLX

	674



	Sulfate emission mass flux

	SULFATE_EMISSION_FLUX

	AEMFLX

	675



	Sulfate sedimentation mass flux

	SULFATE_SEDIMENTATION_FLUX

	SEDMFLX

	676



	Sulfate dry deposition mass flux

	SULFATE_DRY_DEPOSITION_FLUX

	DDMFLX

	677



	Sulfate wet deposition mass flux

	SULFATE_WET_DEPOSITION_FLUX

	WLSMFLX

	678



	Dust scavenging mass flux

	DUST_SCAVENGING_FLUX

	WDCPMFLX

	679



	Seasalt scavenging mass flux

	SEASALT_SCAVENGING_FLUX

	WDCPMFLX

	680



	Black carbon scavenging mass flux

	BLACK_CARBON_SCAVENGING_FLUX

	WDCPMFLX

	681



	Organic carbon scavenging mass flux

	ORGANIC_CARBON_SCAVENGING_FLUX

	WDCPMFLX

	682



	Seasalt coarse aersol mass density concentration on model surface

	SS_CR_AER_SFC_MASS_CON

	MASSDEN

	683



	Seasalt 2.5 mass density concentration on model surface

	SEAS25_SFC_MASS_CON

	PMTF

	684



	Dust 10 mass density concentration on model surface

	DUST10_SFC_MASS_CON

	PMTC

	685



	Dust 2.5 mass density concentration on model surface

	DUST25_SFC_MASS_CON

	PMTF

	686



	Nitrate aerosol scattering optical depth at 550nm

	NITRATE_AER_SCAT_OPT_DEP_at550

	SCTAOTK

	687



	NO3 on model surface

	NO3_ON_HYBRID_LVL

	PMTF

	688



	NH4 on model surface

	NH4_ON_HYBRID_LVL

	PMTF

	689



	Sulfate aerosol surface mass density concentration

	SU_AER_SFC_MASS_CON

	MASSDEN

	689



	Instantaneous sulfate aerosol surface mass concentration

	INST_SU_AER_SFC_MASS_CON

	MASSDEN

	690



	Instantaneous organic carbon aerosol surface mass concentration

	INST_OC_AER_SFC_MASS_CON

	MASSDEN

	691



	Instantaneous black carbon aerosol surface mass concentration

	INST_BC_AER_SFC_MASS_CON

	MASSDEN

	692



	Instantaneous coarse dust aerosol surface mass concentration

	INST_DU_CR_AER_SFC_MASS_CON

	MASSDEN

	693



	Instantaneous fine dust aerosol surface mass concentration

	INST_DU_FN_AER_SFC_MASS_CON

	MASSDEN

	694



	Instantaneous coarse seasalt aerosol surface mass concentration

	INST_SS_CR_AER_SFC_MASS_CON

	MASSDEN

	695



	Instantaneous fine seasalt aerosol surface mass concentration

	INST_SS_FN_AER_SFC_MASS_CON

	MASSDEN

	696



	Instantaneous coarse aerosol surface mass concentration

	INST_CR_AER_SFC_MASS_CON

	MASSDEN

	697



	Instantaneous fine aerosol surface mass concentration

	INST_FN_AER_SFC_MASS_CON

	MASSDEN

	698



	Mie-based aerosol optical depth at 550nm

	MIE_OPT_DEP_at550

	AOTK

	699



	GSD Max updraft helicity at 1-6 km layer above ground

	GSD_MAX_UPHL_ON_SPEC_HGT_LVL_ABOVE_GRND_1-6km

	MXUPHL

	700



	GSD updraft helicity at 1-6 km layer above ground

	GSD_UPHL_ON_SPEC_HGT_LVL_ABOVE_GRND_1-6km

	UPHL

	701



	GSD Max lightning threat 1

	GSD_MAX_LTG_THREAT1_ON_SPEC_HGT_LVL_ABOVE_GRND

	LTNGSD

	702



	GSD Max lightning threat 2

	GSD_MAX_LTG_THREAT2_ON_SPEC_HGT_LVL_ABOVE_GRND

	LTNGSD

	703



	GSD Max lightning threat 3

	GSD_MAX_LTG_THREAT3_ON_ENTIRE_ATMOS

	LTNG

	704



	GSD Convective Initiation Lightning

	GSD_NCI_LTG_ON_ENTIRE_ATMOS

	NCILTG

	705



	GSD Convective Activity Lightning

	GSD_NCA_LTG_ON_ENTIRE_ATMOS

	NCALTG

	706



	GSD Convective Initiation Vertical Hydrometeor Flux

	GSD_NCI_WQ_ON_ENTIRE_ATMOS

	NCIWQ

	707



	GSD Convective Activity Vertical Hydrometeor Flux

	GSD_NCA_WQ_ON_ENTIRE_ATMOS

	NCAWQ

	708



	GSD Convective Initiation Reflectivity

	GSD_NCI_REFL_ON_ENTIRE_ATMOS

	TSEC

	709



	GSD Convective Activity Reflectivity

	GSD_NCA_REFL_ON_ENTIRE_ATMOS

	TSEC

	710



	Experimental cloud base height

	GSD_EXP_CEILING_2

	CEIL

	711



	AQM aerosol optical depth at 550 nm

	AER_OPT_AQM_at550

	AOTK

	712



	Instantaneous all-sky outgoing shortwave flux at model top

	INST_USWRF_ON_TOP_OF_ATMOS

	USWRF

	719



	GSD accumulated depth of snowfall

	GSD_ACM_SNOD_ON_SURFACE

	ASNOW

	725



	Minimum green vegetation fraction

	VEG_MIN_ON_SURFACE

	VEGMIN

	726



	GSD updraft helicity (2-5 km)

	GSD_UPHL_ON_SPEC_HGT_LVL_ABOVE_GRND_2-5km

	UPHL

	727



	Max hail diameter at surface from WRF HAILCAST algorithm

	GSD_HAILCAST_HAIL_DIAMETER

	HAIL

	728



	Maximum green vegetation fraction

	VEG_MAX_ON_SURFACE

	VEGMAX

	729



	Time-averaged 10 M wind speed

	AVE_WIND_ON_SPEC_HGT_LVL_ABOVE_GRND_10m

	WIND

	730



	Time-averaged 10 M u-component wind

	AVE_UGRD_ON_SPEC_HGT_LVL_ABOVE_GRND_10m

	UGRD

	731



	Time-averaged 10 M v-component wind

	AVE_VGRD_ON_SPEC_HGT_LVL_ABOVE_GRND_10m

	VGRD

	732



	Time-averaged downward short-wave radiation flux

	GSD_AVE_DSWRF_ON_SURFACE

	DSWRF

	733



	Time-averaged visible beam downward solar flux

	GSD_AVE_SWDDNI_ON_SURFACE

	VBDSF

	734



	Total column aerosol optical depth

	AOD_ON_ENTIRE_ATMOS_SINGLE_LYR

	AOTK

	735



	Total column fire smoke

	SMOKE_ON_ENTIRE_ATMOS_SINGLE_LYR

	COLMD

	736



	Smoke on model surface

	SMOKE_ON_HYBRID_LVL

	MASSDEN

	737



	Smoke on pressure surface

	SMOKE_ON_ISOBARIC_SFC

	MASSDEN

	738



	Smoke at 8m above ground

	SMOKE_ON_SPEC_HGT_LVL_ABOVE_GRND_8m

	MASSDEN

	739



	Instantaneous mean fire radiative power (FRP)

	MEAN_FIRE_RDIATV_PWR

	CFNSF

	740



	Total column dust

	DUST_ON_ENTIRE_ATMOS_SINGLE_LYR

	COLMD

	741



	Dust on model surface

	DUST_ON_HYBRID_LVL

	MASSDEN

	742



	Dust on pressure surface

	DUST_ON_ISOBARIC_SFC

	MASSDEN

	743



	Dust at 8m above ground

	DUST_ON_SPEC_HGT_LVL_ABOVE_GRND_8m

	MASSDEN

	744



	Biomass burning emissions

	BIOMASS_BURNING_EMISSIONS

	AEMFLX

	745



	Accumulated graupel

	ACM_GRAUPEL_ON_SURFACE

	FROZR

	746



	Number concentration for cloud water drops on hybrid level

	GSD_NCCD_ON_HYBRID_LVL

	NCONCD

	747



	Radar reflectivity at 1km above ground

	GSD_REFL_ON_SPEC_HGT_LVL_ABOVE_GRND_1km

	REFD

	748



	Relative humidity with respect to precipitable water

	GSD_RH_WRT_PRECIP_WATER_ON_ENTIRE_ATMOS

	RHPW

	749



	Water vapor mixing ratio on model surface

	GSD_WV_MIXR_ON_HYBRID_LVL

	MIXR

	750



	Virtual potential temperature on model surface

	GSD_VPTMP_ON_HYBRID_LVL

	VPTMP

	751



	Number concentration for ice particles on hybrid level

	GSD_NCIP_ON_HYBRID_LVL

	NCCICE

	752



	GSD pressure on level of 0 deg (C) isotherm

	GSD_PRES_ON_0C_ISOTHERM

	PRES

	753



	Number concentration of rain drops on model surface

	GSD_NCRAIN_ON_HYBRID_LVL

	SPNCR

	754



	Hourly Wildfire Potential on surface

	HWP_ON_SURFACE

	FWINX

	755



	GSD pressure on highest tropospheric freezing level

	GSD_PRES_ON_HGHST_TROP_FRZ_LVL

	PRES

	756



	GSD radar reflectivity at 4km above ground

	GSD_REFL_ON_SPEC_HGT_LVL_ABOVE_GRND_4km

	REFD

	757



	GSD convective cloud top height

	GSD_HGT_ON_CONVECTIVE_CLOUD_TOP_LVL

	HGT

	758



	GSD shelter mixing ratio

	GSD_MIXR_ON_SPEC_HGT_LVL_ABOVE_GRND_2m

	MIXR

	760



	GSD snow temperature

	GSD_INSIDE_SNOW_TMP_ON_SURFACE

	TMP

	761



	GSD surface mixing ratio

	GSD_MIXR_ON_SURFACE

	MIXR

	762



	GSD mixing ration on level of free convection (LFC)

	GSD_MIXR_ON_LFC

	MIXR

	763



	Instantaneous clear-sky downwelling longwave at the surface

	CSDLF_ON_SURFACE

	CSDLF

	764



	Instantaneous clear-sky upwelling longwave at the surface

	CSULF_ON_SURFACE

	CSULF

	765



	GSD water-friendly aerosol number concentration on model surface

	GSD_NCWFA_ON_HYBRID_LVL

	PMTF

	766



	GSD ice-friendly aerosol number concentration on model surface

	GSD_NCIFA_ON_HYBRID_LVL

	PMTC

	767



	Echo top height (Highest height in meters of the 18-dBZ reflectivity on a model level)

	GSD_ECHOTOP_ON_CLOUD_TOP

	RETOP

	768



	GSD Vertically integrated liquid in kg/m^2

	GSD_VIL_ON_ENTIRE_ATMOS

	VIL

	769



	GSD Vertically integrated liquid based on reflectivity factor in kg/m^2

	GSD_RADARVIL_ON_ENTIRE_ATMOS

	RADARVIL

	770



	Instantaneous shortwave surface downward direct normal irradiance

	INST_SWDDNI_ON_SURFACE

	VBDSF

	772



	Instantaneous shortwave surface downward diffuse irradiance

	INST_SWDDIF_ON_SURFACE

	VDDSF

	773



	Model-state cloud fraction (unprocessed) on model surface

	FRACCC_ON_HYBRID_LVL

	FRACCC

	774



	Bucket graupel precipitation on surface

	BUCKET_GRAUPEL_ON_SURFACE

	FROZR

	775



	Height on highest tropospheric -10C level

	HGT_ON_HGHST_TROP_-10C_LVL

	HGT

	776



	Relative humidity on highest tropospheric -10C level

	RH_ON_HGHST_TROP_-10C_LVL

	RH

	777



	Pressure on highest tropospheric -10C level

	PRES_ON_HGHST_TROP_-10C_LVL

	PRES

	778



	Height on highest tropospheric -20C level

	HGT_ON_HGHST_TROP_-20C_LVL

	HGT

	779



	Relative humidity on highest tropospheric -20C level

	RH_ON_HGHST_TROP_-20C_LVL

	RH

	780



	Pressure on highest tropospheric -20C level

	PRES_ON_HGHST_TROP_-20C_LVL

	PRES

	781



	Accumulated freezing rain

	ACM_FRAIN_ON_SURFACE

	FRZR

	782



	Maximum u wind on 10 meter above ground

	MAX_UGD_ON_SPEC_HGT_LVL_ABOVE_GRND_10m

	MAXUW

	783



	Maximum v wind on 10 meter above ground

	MAX_VGD_ON_SPEC_HGT_LVL_ABOVE_GRND_10m

	MAXVW

	784



	Maximum reflectivity on -10C surface

	MAX_REF_ON_ISOTHERMAL_-10C

	REFD

	785



	Global Systems Division (GSD) Minimum updraft helicity 2-5km

	GSD_MIN_UPHL_ON_SPEC_HGT_LVL_ABOVE_GRND_2-5km

	MNUPHL

	786



	GSD Minimum updraft helicity 1-6 km

	GSD_MIN_UPHL_ON_SPEC_HGT_LVL_ABOVE_GRND_1-6km

	MNUPHL

	787



	GSD Maximum updraft helicity 0-2km

	GSD_MAX_UPHL_ON_SPEC_HGT_LVL_ABOVE_GRND_0-2km

	MXUPHL

	788



	GSD Minimum updraft helicity 0-2km

	GSD_MIN_UPHL_ON_SPEC_HGT_LVL_ABOVE_GRND_0-2km

	MNUPHL

	789



	GSD Maximum updraft helicity 0-3km

	GSD_MAX_UPHL_ON_SPEC_HGT_LVL_ABOVE_GRND_0-3km

	MXUPHL

	790



	GSD Minimum updraft helicity 0-3km

	GSD_MIN_UPHL_ON_SPEC_HGT_LVL_ABOVE_GRND_0-3km

	MNUPHL

	791



	GSD Maximum relative vertical vorticity 0-2 km

	GSD_MAX_REL_VORT_ON_SPEC_HGT_LVL_ABOVE_GRND_0-2km

	RELV

	792



	GSD Maximum relative vertical vorticity 0-1 km

	GSD_MAX_REL_VORT_ON_SPEC_HGT_LVL_ABOVE_GRND_0-1km

	RELV

	793



	GSD Maximum hail diameter in column

	GSD_MAX_COLMAX_GRAUPEL_HAIL_DIAMETER

	HAIL

	794



	GSD Maximum hail diameter at k=1

	GSD_MAX_SIGMA_LVL_MAX_GRAUPEL_HAIL_DIAMETER

	HAIL

	795



	GSD Experimental cloud base pressure

	GSD_PRES1_ON_CLOUD_BASE

	PRES

	798



	GSD maximum cloud fraction in (PBL + 1 km)

	TCDC_ON_BOUND_LYR

	TCDC

	799



	Shelter level apparent temperature

	APTMP_ON_SPEC_HGT_LVL_ABOVE_GRND_2m

	APTMP

	808



	Simulated GOES 13 channel 2 brightness temperature with satellite angle correction

	Not currently available for grib2

	NA

	868



	Simulated GOES 15 channel 5 brightness temperature with satellite angle correction

	Not currently available for grib2

	NA

	872



	Seviri brightness temperature channels 5-11

	Not currently available for grib2

	NA

	876



	Hourly max relative vorticity on hybrid level 1

	GSD_MAX_REL_VORT_ON_SPEC_HGT_LVL_HYBRID1

	RELV

	890



	Virtual temperature on model surfaces

	VTMP_ON_HYBRID_LVL

	VTMP

	909



	Virtual temperature on pressure surfaces

	VTMP_ON_ISOBARIC_SFC

	VTMP

	910



	Virtual temperature on flight levels

	VTMP_ON_SPEC_ALT_ABOVE_MEAN_SEA_LVL

	VTMP

	911



	Radar reflectivity at -10C

	REFD_ON_ISOTHERMAL

	REFD

	912



	1h precipitation comparison to Flash Flood Guidance (FFG) thresholds

	1H_FFG_EXCEEDANCE

	FFLDRO

	913



	Total accumulated precipitation comparison to FFG thresholds

	ACM_FFG_EXCEEDANCE

	FFLDRO

	914



	1h precipitation comparison with 2-year Average Recurrence Interval (ARI) threshold

	1H_2YARI_EXCEEDANCE

	GWLOWS

	915



	Total accumulated precipitation comparison with 2-year ARI threshold

	ACM_2YARI_EXCEEDANCE

	GWLOWS

	916



	1h precipitation comparison with 5-year ARI threshold

	1H_5YARI_EXCEEDANCE

	GWLOWS

	917



	Total accumulated precipitation comparison with 5-year ARI threshold

	ACM_5YARI_EXCEEDANCE

	GWLOWS

	918



	1h precipitation comparison with 10-year ARI threshold

	1H_10YARI_EXCEEDANCE

	GWLOWS

	919



	Total accumulated precipitation comparison with 10-year ARI threshold

	ACM_10YARI_EXCEEDANCE

	GWLOWS

	920



	1h precipitation comparison with 100-year ARI threshold

	1H_100YARI_EXCEEDANCE

	GWLOWS

	921



	Total accumulated precipitation comparison with 100-year ARI threshold

	ACM_100YARI_EXCEEDANCE

	GWLOWS

	922



	Simulated GOES 16 band 7 brightness temperature

	SBTA167_ON_TOP_OF_ATMOS

	SBTA167

	927



	Simulated GOES 16 band 8 brightness temperature

	SBTA168_ON_TOP_OF_ATMOS

	SBTA168

	928



	Simulated GOES 16 band 9 brightness temperature

	SBTA169_ON_TOP_OF_ATMOS

	SBTA169

	929



	Simulated GOES 16 band 10 brightness temperature

	SBTA1610_ON_TOP_OF_ATMOS

	SBTA1610

	930



	Simulated GOES 16 band 11 brightness temperature

	SBTA1611_ON_TOP_OF_ATMOS

	SBTA1611

	931



	Simulated GOES 16 band 12 brightness temperature

	SBTA1612_ON_TOP_OF_ATMOS

	SBTA1612

	932



	Simulated GOES 16 band 13 brightness temperature

	SBTA1613_ON_TOP_OF_ATMOS

	SBTA1613

	933



	Simulated GOES 16 band 14 brightness temperature

	SBTA1614_ON_TOP_OF_ATMOS

	SBTA1614

	934



	Simulated GOES 16 band 15 brightness temperature

	SBTA1615_ON_TOP_OF_ATMOS

	SBTA1615

	935



	Simulated GOES 16 band 16 brightness temperature

	SBTA1616_ON_TOP_OF_ATMOS

	SBTA1616

	936



	Simulated GOES 17 band 7 brightness temperature

	SBTA177_ON_TOP_OF_ATMOS

	SBTA177

	937



	Simulated GOES 17 band 8 brightness temperature

	SBTA178_ON_TOP_OF_ATMOS

	SBTA178

	938



	Simulated GOES 17 band 9 brightness temperature

	SBTA179_ON_TOP_OF_ATMOS

	SBTA179

	939



	Simulated GOES 17 band 10 brightness temperature

	SBTA1710_ON_TOP_OF_ATMOS

	SBTA1710

	940



	Simulated GOES 17 band 11 brightness temperature

	SBTA1711_ON_TOP_OF_ATMOS

	SBTA1711

	941



	Simulated GOES 17 band 12 brightness temperature

	SBTA1712_ON_TOP_OF_ATMOS

	SBTA1712

	942



	Simulated GOES 17 band 13 brightness temperature

	SBTA1713_ON_TOP_OF_ATMOS

	SBTA1713

	943



	Simulated GOES 17 band 14 brightness temperature

	SBTA1714_ON_TOP_OF_ATMOS

	SBTA1714

	944



	Simulated GOES 17 band 15 brightness temperature

	SBTA1715_ON_TOP_OF_ATMOS

	SBTA1715

	945



	Simulated GOES 17 band 16 brightness temperature

	SBTA1716_ON_TOP_OF_ATMOS

	SBTA1716

	946



	CAPE on 0-3 km above ground

	CAPE_ON_0_3KM_ABOVE_GRND

	CAPE

	950



	CIN on 0-3 km above ground

	CIN_ON_0_3KM_ABOVE_GRND

	CIN

	951



	Level of free convection (LFC) height

	HGT_ON_LFC

	HGT

	952



	Effective storm relative helicity

	EFF_HLCY_ON_SPEC_HGT_LVL_ABOVE_GRND

	EFHL

	953



	Downdraft CAPE

	DOWNWARD_CAPE

	DCAPE

	954



	Dendritic layer depth

	DENDRITIC_LAYER_DEPTH

	LAYTH

	955



	Enhanced stretching potential

	ENHANCED_STRETCHING_POTENTIAL

	ESP

	956



	Critical angle

	CRITICAL_ANGLE

	CANGLE

	957



	Simulated GOES R band 7 brightness temperature

	SBTAGR7_ON_TOP_OF_ATMOS

	SBTAGR7

	958



	Simulated GOES R band 8 brightness temperature

	SBTAGR8_ON_TOP_OF_ATMOS

	SBTAGR8

	959



	Simulated GOES R band 9 brightness temperature

	SBTAGR9_ON_TOP_OF_ATMOS

	SBTAGR9

	960



	Simulated GOES R band 10 brightness temperature

	SBTAGR10_ON_TOP_OF_ATMOS

	SBTAGR10

	961



	Simulated GOES R band 11 brightness temperature

	SBTAGR11_ON_TOP_OF_ATMOS

	SBTAGR11

	962



	Simulated GOES R band 12 brightness temperature

	SBTAGR12_ON_TOP_OF_ATMOS

	SBTAGR12

	963



	Simulated GOES R band 13 brightness temperature

	SBTAGR13_ON_TOP_OF_ATMOS

	SBTAGR13

	964



	Simulated GOES R band 14 brightness temperature

	SBTAGR14_ON_TOP_OF_ATMOS

	SBTAGR14

	965



	Simulated GOES R band 15 brightness temperature

	SBTAGR15_ON_TOP_OF_ATMOS

	SBTAGR15

	966



	Simulated GOES R band 16 brightness temperature

	SBTAGR16_ON_TOP_OF_ATMOS

	SBTAGR16

	967



	Sea ice skin temperature

	ICETMP_ON_SURFACE

	ICETMP

	968



	Simulated Himawari-8 band 7 brightness temperature

	SBTAHI7_ON_TOP_OF_ATMOS

	SBTAHI7

	969



	Simulated Himawari-8 band 8 brightness temperature

	SBTAHI8_ON_TOP_OF_ATMOS

	SBTAHI8

	970



	Simulated Himawari-8 band 9 brightness temperature

	SBTAHI9_ON_TOP_OF_ATMOS

	SBTAHI9

	971



	Simulated Himawari-8 band 10 brightness temperature

	SBTAHI10_ON_TOP_OF_ATMOS

	SBTAHI10

	972



	Simulated Himawari-8 band 11 brightness temperature

	SBTAHI11_ON_TOP_OF_ATMOS

	SBTAHI11

	973



	Simulated Himawari-8 band 12 brightness temperature

	SBTAHI12_ON_TOP_OF_ATMOS

	SBTAHI12

	974



	Simulated Himawari-8 band 13 brightness temperature

	SBTAHI13_ON_TOP_OF_ATMOS

	SBTAHI13

	975



	Simulated Himawari-8 band 14 brightness temperature

	SBTAHI14_ON_TOP_OF_ATMOS

	SBTAHI14

	976



	Simulated Himawari-8 band 15 brightness temperature

	SBTAHI15_ON_TOP_OF_ATMOS

	SBTAHI15

	977



	Simulated Himawari-8 band 16 brightness temperature

	SBTAHI16_ON_TOP_OF_ATMOS

	SBTAHI16

	978



	Effective surface height on effective layer bottom (m)

	EFSH_ON_EFBL

	EFSH

	979
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